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Abstract

Emotion detection in textual data has received
growing interest in recent years, as it is pivotal
for developing empathetic human-computer in-
teraction systems. This paper introduces a
method for categorizing emotions from text,
which acknowledges and differentiates between
the diversified similarities and distinctions of
various emotions. Initially, we establish a base-
line by training a transformer-based model for
standard emotion classification, achieving state-
of-the-art performance. We argue that not all
misclassifications are of the same importance,
as there are perceptual similarities among emo-
tional classes. We thus redefine the emotion
labeling problem by shifting it from a tradi-
tional classification model to an ordinal clas-
sification one, where discrete emotions are ar-
ranged in a sequential order according to their
valence levels. Finally, we propose a method
that performs ordinal classification in the two-
dimensional emotion space, considering both
valence and arousal scales. The results show
that our approach not only preserves high accu-
racy in emotion prediction but also significantly
reduces the magnitude of errors in cases of mis-
classification.

1 Introduction

Emotion prediction from textual data has increas-
ingly become important in natural language pro-
cessing (NLP), as it lays the foundations for interac-
tive and personalized computing; from enhancing
the empathetic responses of chatbots to providing
emotion-aware prompts in text-to-speech (TTS)
systems. The ability to accurately infer emotional
states from text remains challenging, due to the
absence of relevant cues which are only present in
speech, such as tone and pitch. Emotions are not
always explicitly stated in the text, and intended
emotion may be classified ambiguously, even by hu-
mans. Traditional classification models treat emo-
tions as discrete classes, offering a binary or multi-

class output that may not fully capture the spectrum
of human emotions (Demszky et al., 2020; Kumar
and Raman, 2022; Abas et al., 2022; Safaya et al.,
2020; Cortiz, 2021; Koufakou et al., 2022). In this
paradigm, the model does not account for the sim-
ilarities among classes, e.g. the misclassification
of sadness for joy is equivalently wrong as that
of sadness for depression. In downstream applica-
tions like TTS, such errors can lead to a substantial
misrepresentation of the intended emotional tone
and an unnatural outcome, e.g. uttering sad content
with an excited voice.

1.1 Related Work

In recent years, transformer-based models have
emerged as state-of-the-art in text analysis re-
search. Models such as BERT (Devlin et al., 2018),
RoBERTA (Liu et al., 2019) and XLNet (Yang
et al., 2019) are pre-trained on large corpora in
an unsupervised manner, and leverage contextual
representations to model the natural language.
BERT has been used for the tasks of sentiment
analysis and emotion recognition of Twitter data
with the addition of classifiers (Chiorrini et al.,
2021). For multi-class textual emotion detection,
a CNN layer has been utilized to extract textual
features and a BiLSTM layer to order text and
sequence information (Kumar and Raman, 2022).
Additionally, BERT has been leveraged to train a
word-level semantic representation language model
(Abas et al., 2022; Safaya et al., 2020). The seman-
tic vector is then placed into the CNN to predict the
emotion label. Results showed that BERT-CNN
model overcomes the state-of-art performance.
The application of transformer-based models in
emotion recognition has been investigated utilizing
the GoEmotions dataset (Demszky et al., 2020).
RoBERTa demonstrated superior performance in
comparison to the rest models (Cortiz, 2021). An-
other study explored the performance of these mod-
els for emotion recognition on 3 datasets (GoE-
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motions, Wassa-21, and COVID-19 Survey Data)
and confirmed the supremacy of RoBERTa (Ko-
ufakou et al., 2022). A Label-aware Contrastive
Loss (LCL), which helps the model to differen-
tiate the weights between different negative sam-
ples, has been recently introduced (Suresh and Ong,
2021). This enables the model to learn which pairs
of classes are more similar and which differ.

In terms of representing emotions, the discrete
emotional states may be mapped into ordinal scales
in the two dimensions of valence and arousal, based
on Russell’s circumplex model of affect (Russell,
1980), as it has been applied already in real-valued
data (Paltoglou and Thelwall, 2012). In (Park et al.,
2019) a model is used to predict emotions across va-
lence, arousal, and dominance (VAD) dimensions,
using a categorical emotion-annotated corpus and
Earth Mover’s Distance (EMD) loss. It achieves
state-of-the-art performance in emotion classifica-
tion and correlates well with ground truth VAD
scores. The model improves with VAD label super-
vision and can identify emotion words beyond the
initial dataset.

1.2 Contribution

In this work, we introduce an emotion-
classification method that achieves state-of-the-art
performance while accounting for the percep-
tual distance of emotional classes according
to Russell’s circumplex model of affect. First,
we establish a RoOBERTa-CNN baseline model,
which achieves similar performance to existing
transformer-based models on standard emotion
classification tasks. That model is then adapted for
ordinal classification, where discrete emotions are
arranged in a sequential order according to their
valence. Finally, we propose ordinal classification
in the two-dimensional emotion space, considering
both valence and arousal scales. We prove that this
approach not only maintains high classification
accuracy, but also provides more meaningful
predictions in cases of misclassifications.

This paper does not aim to introduce a novel
model architecture for the task of emotional classi-
fication. We adopt established model architectures,
that have already demonstrated high efficiency, and
focus on minimizing the effect of errors in emotion
classification. Therefore, the contributions of this
study are outlined as follows:

* Propose an ordinal classification method for
emotion prediction from text that achieves the

same accuracy and F1 score of other state-of-
the-art approaches.

¢ Show that with this method the model makes
less severe mistakes.

* Enhance the capabilities of the model to per-
form emotion classification for a wide variety
of emotions by introducing ordinal classifica-
tion in the 2D space using the valence and
arousal scales.

2 Data

We used the ISEAR, Wassa-21 and GoEmotions
datasets in our study, which are publicly available
and are commonly used in relevant works.

ISEAR dataset (Scherer and Wallbott, 1990) is a
balanced dataset constructed through cross-culture
questionnaire studies. It contains 7666 sentences
classified into seven distinct emotion labels: joy,
anger, sadness, shame, guilt, surprise, and fear.

Wassa-21 was part of the WASSAS 2021 Shared
Task on Empathy Detection and Emotion Classi-
fication. The dataset contains essays in which au-
thors expressed their empathy and distress in reac-
tions to these news articles.

GoEmotions was presented in (Demszky et al.,
2020). The original dataset contains about 58k
Reddit comments with human annotations mapped
into 27 emotions or neutral.

To make our model comparable to other ap-
proaches we pre-processed our datasets following
(Adoma et al., 2020) for ISEAR and (Koufakou
et al., 2022) for Wassa-21 and GoEmotions keep-
ing only that follows Ekman’s emotions (Ekman,
1992).

3 Baseline Model

Initially, our objective was to develop a baseline
model that could perform competitively with state-
of-the-art benchmarks. We developed a RoOBERTa-
CNN model for emotion classification as it pro-
vides better results than the standard baselines
Table 1. Text classification models commonly
adopt a two-part structure, consisting of: 1) the
transformer-based model and 2) the classifica-
tion head. Prior research has extensively com-
pared foundational transformer-based models in
the context of text classification tasks, proving that
RoBERTa outperforms others as an enhanced itera-
tion of BERT with a larger pre-trained corpus. Our
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Figure 1: ISEAR Emotions Valence Order

GoEmotions Wassa-21 ISEAR

Previous

besté 0.83 0.54 0.74
Proposed ¢ g5 0.62 073
baseline

Proposed

ordinal 0.85 0.56 0.73

(a) F1-score
“(Koufakou et al., 2022), (Adoma et al., 2020)

GoEmotions Wassa-21 ISEAR

Proposed

baseline 0.85 0.69 0.73
Proposed 0.85 0.68 0.73
ordinal

(b) Accuracy

Table 1: Evaluation metrics

initial experimentation involving BERT, RoBERTa,
DistilBERT, and XLnet, verified this conclusion.

In constructing the baseline model, we con-
ducted additional experiments focusing on the clas-
sification head. Our classification head consists
of two convolutional neural network (CNN) layers
with kernel sizes [6,4] and [1024, 2048] the num-
ber of filters respectively. The encoded information
is compressed using mean pooling and the result-
ing vector undergoes a 3-layer feedforward neural
network (FFNN) [2048, 768, #number_of_classes]
with softmax in the end. Experiments followed
these hyperparameters: epochs=10, learning
rate=0.6e-5, batch_size=16, max_seq_length=200,
AdamW optimizer.

Acknowledging that even with the state-of-the-
art approaches, models inevitably commit errors,
we have introduced an ordinal classification ap-
proach aimed at reducing significant misclassifica-
tions on emotion recognition task.

4 Ordinal Classification

Following the previous approach, we fine-tuned
our model utilizing a standard cross-entropy loss
where each label is discrete. An inherent limitation

of the cross-entropy loss lies in its treatment of mis-
classifications as nominal rather than ordinal. In
this context, misclassifying a “positive” as a “very
positive” is no worse (in terms of loss) as “very
negative”. However, following this methodology is
not optimal when we refer to emotions, e.g. mis-
classifying joy as excitement, is different from a
misclassification to sadness. To address this, we
arrange the emotions in an ordinal manner based
on their valence level as illustrated in Figure 1.

In order to minimize the gaps between labels in
our model, we replaced the discrete one-hot rep-
resentations of emotions with ordinal ones. By
employing Mean Square Error (MSE) loss during
training, our model focuses on narrowing the gap
between target and prediction distances, empha-
sizing not only the correct classification but also
the overall reduction of discrepancies. We experi-
mented further by using regression loss instead of
ordinal loss, however, the initial results favored the
latter.

Following the ordinal classification, our baseline
model achieved competitive performance on the
three datasets, having a quicker convergence in ev-
ery case Table 1. The main contribution here is that
even if the overall performance does not change
the misclassification error decreases. By following
this approach, there are fewer misclassifications be-
tween emotions that are distant and more between
emotions that have similar valence.

On Wassa-21 dataset the ordinal model did not
achieve a macro-F1 score comparable to the base-
line, despite maintaining an equally high accuracy.
This can be attributed to the fact that the dataset was
unbalanced and MSE did not have a mechanism to
handle it. We further examined the ISEAR dataset
for its balance, featuring a substantial number of
examples for each emotion category.

The ordinal classification forces the model to
make less severe mistakes, by penalizing higher
misclassifications that are very far from the ground
truth regarding the valence order. Even if the ac-
curacy and F1-score are similar to the base model,
the effectiveness of ordinal can be seen through
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Figure 2: Confusion Matrices on ISEAR dataset

the confusion matrices in Figures 2 and error dis-
tances histogram in Figure 3. In the first case, the
baseline confusion matrix (Figure 2a) makes more
severe misclassifications that are far from the main
diagonal. In contrast, on ordinal confusion matrix
(Figure 2b) the misclassifications tend to distant the
upper right and the down left corners, where the
misclassification error is max, and gather around
the diagonal. Moreover, this phenomenon can be
observed through error distances histogram Fig-
ure 3, in which we count the number of misclassifi-
cation errors for each case. The misclassification
error is defined as the distance between the tar-
get and the prediction on valence scale (i.e if the
target was sadness and the prediction was anger
the misclassification-error is 2 and if the predic-
tion was fear the misclassification-error would be
5). The histograms show that the ordinal approach
prefers to make misclassifications with distances
of 1 rather than errors with distances larger than 3.
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Figure 3: Error histograms of models trained for ordinal
and baseline (softmax) classification on ISEAR dataset.

5 2D Ordinal Classification

However, expressing a broader range of emotions
proves challenging when relying solely on valence
levels, as certain emotions may share similar va-
lence values (e.g., both excitement and amusement
emotions describe a very positive state). To en-
hance the expressiveness of our model and encom-
pass a wider variety of emotions we introduced a
second dimension to our problem: the arousal scale.
Based on Russell’s circumplex space model (Rus-
sell, 1980), (Feldman Barrett and Russell, 1998),
we mapped a subset of 23 emotions to a 2D Carte-
sian coordinate system, where the emotions are
represented as points and the x- and y-axis are
valence and arousal, respectively (Scherer, 2005)
Figure 4. To extend the ordinal approach on both
dimensions, we separated the emotion space into a
5 x b grid space, where each emotion belongs in
a unique cell (e.g., in Figure 4 grief and pride are
mapped to (0,0) and (3, 2) cells respectively).

We adapt our model for 2D classification task
by maintaining the valence classifier and introduc-
ing a supplementary classifier head for predicting
the arousal level of each emotion. Our model is
trained to classify the given text in two manners,
valence and arousal following the ordinal approach
presented before. Both heads are trained simulta-
neously by combining their losses. The anticipated
valence and arousal levels serve as the coordinates
within the emotion grid.

To evaluate our 2D ordinal approach we utilized
GoEmotion dataset, which offers a broad spectrum
of emotions. Among the 27 emotions available,
we incorporated 23, ensuring that each grid cell
corresponds to, at most, one emotion label. Both



approaches followed the previously outlined hyper-
parameter set during training. The results are pre-
sented in Table 2. It is apparent that our base-
line model struggled to effectively categorize all
23 distinct emotion labels. Conversely, our 2D
model combined with ordinal classification per-
forms significantly better on this challenging task.
In addition, employing ordinal classification en-
abled the model to discern similarities between
emotions by minimizing the distances between tar-
get and prediction on both valence and arousal di-
mensions. This is evident in Figure 4, where the
model, even when lacking exposure to instances of
the joy emotion during training, accurately classi-
fies input examples of joy in close proximity to the
actual ground truth location for joy (depicted by
the red dot) avoiding distant misclassifications.
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Figure 4: The emotions grid, as described by Russel.
In pink color depicted the distribution of joy emotion,
which was not seen during training.

GoEmotions
Fl-score Accuracy
Proposed baseline 0.12 0.28
Proposed 2D ordinal 0.63 0.52

Table 2: Classification metrics on 23 emotions

6 Conclusion

In this paper we presented a novel approach to emo-
tion prediction from textual data, recognizing the
nuanced similarities and distinctions among vari-
ous emotions. Initially, we introduced a RoBERTa-
CNN model for standard emotion classification
as our baseline. By arranging emotions based on
valence levels we shifted from traditional classi-
fication to ordinal. Further innovation introduces

ordinal classification in the two-dimensional emo-
tional space, considering both valence and arousal
scales. The proposed methodology enhances the
model’s performance by providing more meaning-
ful predictions, taking into account the correlations
between emotions.

Future directions involve extending research
to diverse datasets, exploring alternative models,
and experimenting with different emotion ordering
schemes. An interesting direction also involves
interpreting the model’s components in order to
better understand the importance of each feature in
order to improve the existing method.
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