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Abstract

Many recent studies examining the knowledge
capacity of large language models (LLM) have
focused on knowledge explicitly learned from
the pretraining data or implicitly inferable from
similar contexts. However, the extent to which
an LLM effectively captures corpus-level sta-
tistical trends of concepts for reasoning, espe-
cially long-tail ones, is largely underexplored.
In this study, we introduce a novel few-shot
question-answering task (CPopQA)' that ex-
amines LLMs’ statistical ranking abilities for
long-tail cultural concepts (e.g., holidays), par-
ticularly focusing on these concepts’ popularity
in the United States and the United Kingdom,
respectively. We curate a dataset of 457 holi-
days across 58 countries, generating a total of
9,000 QA testing pairs. Experiments on four
strong LLMs show that open-sourced LLMs
still lag way behind close LLM API (e.g., GPT-
3.5) in statistical ranking of cultural concepts.
Notably, GPT-3.5 exhibited its potential to iden-
tify geo-cultural proximity across continents.

1 Introduction

Large language models (LLMs) have shown their
potential to capture multiple facets of the world,
benefiting a variety of downstream applications
such as constructing knowledge bases with reduced
reliance on human intervention (Bosselut et al.,
2019; Wei et al., 2023). Despite that, the capacity
of knowledge embedded in LLMs is still an open
question, causing uncertainty in practical model
deployment. To address this concern, researchers
have been actively examining LLMs on various
knowledge-intensive tasks, from word- or sentence-
level linguistic phenomena(Hewitt and Manning,
2019; Conneau et al., 2018) to language’s statistical
tendencies (Meister and Cotterell, 2021; Takahashi
and Tanaka-Ishii, 2017, 2019), and from common-
sense (Li et al., 2022), factual knowledge (Petroni

'Our data is publicly available at https://github.com/
SeleenaJM/CPopQA.git.

et al., 2019) to basic science (Horawalavithana
et al., 2022; Imani et al., 2023; Saikh et al., 2022).
Given the generative nature of LLMs, these tasks
can be easily conducted in a question-answering
(QA) format. Early studies in this thread empha-
size LLMs’ memory capacity and discover that
LLMs possess a remarkable ability to embed the
aforementioned knowledge. Recently, advances in
prompting like chain-of-thought (Wei et al., 2022;
Wang et al., 2022) and self-reflection (Shinn et al.,
2023) have enabled LLMs to elicit complex multi-
hop reasoning under zero- and/or few-shot learning
manners. Beyond common knowledge, the latest
studies further explore LLMs’ ability to process
long-tail knowledge (Kandpal et al., 2022), particu-
larly centering geo-diverse knowledge in sociocul-
tural contexts (Yin et al., 2022; Kabra et al., 2023;
Arora et al., 2023).

Despite insightful findings, existing examina-
tions largely focus on the capacity of LLMs to
grasp knowledge explicitly learned from the train-
ing data or implicitly inferable from similar con-
texts. There is scant research exploring the capacity
of LLMs to capture the broad statistical patterns of
concepts within extensive datasets for in-depth com-
parisons, especially long-tail concepts spanning
significantly diverse sociocultural contexts. This
alternative perspective focuses on models’ poten-
tial to embed macro-level phenomena derived from
widely scattered knowledge points in the training
corpus, which can broaden LL.Ms’ benefits as ex-
ploratory tools in support of corpus-centered com-
putational analysis (Roberts, 2020), such as helping
digital humanists and social scientists to gain new
insights into historical, cultural, and social prob-
lems (Card et al., 2022; Underwood and So, 2021).

In this study, we attempt to explore the statis-
tical ranking ability of LLMs, with a specific fo-
cus on a research question: Can large language
models compare cultural concepts, especially long-
tail ones, regarding their popularity? To examine
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this question, we design a ranking-based statistical
QA task that compares cultural concept popularity
across countries (called CPopQA). This new task
expands the study of LLMs’ cultural awareness be-
yond existing studies on LLMs’ sensitivity to cross-
cultural disparities (Yin et al., 2022; Arora et al.,
2023; Kabra et al., 2023). Instead, we delve into
the models’ ability to encode broader cross-cultural
social visibility patterns. This exploration could
illuminate the potential of LLMs in tracing the dis-
semination of cultural concepts across geopolitical
regions throughout history. To support this study,
we curate a benchmark dataset of 9,000 QA testing
pairs, covering 457 holidays across 58 countries.
Note that, our dataset construction is flexible and
scalable, allowing for the easy generation of di-
verse testing instances. Experiments on four popu-
lar LLMs show that close LLM API (e.g., GPT-3.5)
outperforms open-sourced LLMs in ranking holi-
days based on their statistical tendency. Both close
and open-sourced models struggle with ranking
country-specific holidays in low-population coun-
tries compared with those in high-population coun-
tries. Notably, GPT-3.5 showed a potential to iden-
tify geo-cultural proximity across continents.

2 CPorQA

In this section, we introduce our CPOPQA by de-
scribing the task formulation, the process of dataset
construction, and a prompt-based LLM approach.

Tasks Considering the geo-association between
holidays and countries, we propose two levels of
ranking-based statistical QA tasks: (1) fine-level
holiday ranking (see below) and (2) coarse-level
country ranking (see Appendix F).

» Task 1. Holiday ranking: Given a set of holi-
days H = {hi, ha,...,h,} from a query coun-
try cq, the goal is to sort H in a descending order
based on their popularity in a target country c;.

Holiday List Curation To create the QA dataset,
we started by curating global holidays from
Wikipedia’s list of public holidays by country?,
considering the following factors:

1. Diversity and inclusivity across geo-cultures:
we considered the holidays from both under-
represented and well-represented countries.

2https://en.wikipedia.org/wiki/Category:
Lists_of_public_holidays_by_country

Specifically, we referred to the population statis-
tics and the number of holidays on each coun-
try’s wiki page, and collected holidays from
the top five and bottom five countries regarding
population statistics in each continent.

2. Valid wiki page: We required the selected holi-
days to have valid wiki pages to guarantee the
authenticity of collected items. Meanwhile, we
extracted the first paragraph from each holi-
day’s wiki page as its description. This enables
the future development of methods using text
descriptions of these holidays.

3. Date variation We curated the holiday list by
adding their countries and dates because many
common holidays across countries are cele-
brated on different dates. For example, Labor
Day is celebrated on May Ist in China, whereas
it falls on September 5th in the United States.

Due to the editions of different crowd workers
and the unique characteristics of holidays, we con-
ducted a series of data cleaning (Appendix B).

Holiday Popularity Collection In this study, we
specify holiday popularity as a holiday’s social
visibility among the populace of a particular group,
such as a country. Following this definition, we
ground the estimation of holiday popularity within
a specific country into the statistical frequency of
the holiday’s name occurring in a corpus associated
with that country. By analyzing how frequently the
holiday’s name appears in the designated corpus,
we aim to quantify its prominence, offering insights
into the societal recognition and observance of the
holiday within the given geo-cultural context.

To achieve our goal, we employ Google Books
Ngram Viewer® (GBNV) to estimate the average
frequency of each holiday’s name over ~220 years
(1800-2019). There are three major reasons for
selecting GBNYV statistics as our ground-truth es-
timation. First, GBNV has been widely used to
provide insights on “collective memory” (Michel
et al., 2011a) and “track the popularity of people”
by measuring the frequency of any person’s name
(Michel et al., 2011a; Harmon, 2010) in social sci-
ence and humanity research. Since we focus on
holiday popularity following the same definition
as prior work tracking the popularity of terms, we
think GBNV naturally fulfills our goal for holiday
popularity estimation. Second, to our best knowl-
edge, GBNV corpus is the largest public collection

3https://books.google.com/ngrams/
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Setting #Countries #Holidays
2-item ranking 58 255
3-item ranking 57 265
5-item ranking 55 271

Table 1: Holiday Diversity in Testing Data.

of more than 500,000 published books that covers a
wide spectrum of subject domains and time periods
4, which can reduce the risk of instability of holi-
day popularity estimation caused by corpus scale
and time factors. Finally, our emphasis on holiday
popularity within a country requires the annota-
tion of the geo-location information of a corpus.
GBNY provides several sub-corpora categorized
by the books’ publication country, making it an
ideal resource to collect worldwide holiday pop-
ularity within a specific country. Since English
is the most accessible language denoting various
worldwide holidays, especially for holidays from
non-English speaking countries, we estimate holi-
day popularity based on two English corpora (i.e.,
American and British English corpus), respectively.

To validate our estimation strategy on holiday
popularity, we conducted a human evaluation with
6 annotators (details in Appendix C). Our results
show that the GBNV statistics achieved ~60% con-
sistency with human judgments on average. In
total, we collected information on 457 holidays
in 58 countries on 5 continents. Each holiday is
annotated with its country, date, description, and
frequency in American/British corpora. The details
of the data statistics are in Appendix D.

QA Pair Construction To investigate the influ-
ence of ranking complexity on model performance,
we constructed questions to rank n items for both
tasks, where n € {2,3,5}. For example in Task
1, we sampled a holiday set H = {hi, ho, ..., hn}
in a query country ¢, from our complete holiday
list, and sorted them by their popularity in a tar-
get country ¢; (e.g., US or UK) to get a ranked
list [A, b, ..., hl]. We followed prior work (Yin
et al., 2022) by using either the country names (e.g.,
holidays in Nigeria) or their corresponding modi-
fiers (e.g., Nigerian holidays) to denote the query
countries in the questions. We then selected the
optimal question template with the ranked holiday
list as the answer for further analysis:

*Over 6% of all books ever published in the 2012 version
(Lin et al., 2012), and we use the updated 2020 version.

Question = “Can you provide a descending
order for the following ¢, holidays by their
popularity in the ¢;: hq, ho, ..., hy”
Answer = “1.h}, 2.h), ..., n.h}”

For each n € {2,3,5} in either holiday or coun-
try ranking, we created 200 pairs for ranking n
items. To examine the variation of results, in each
setting, we conducted five rounds of ranking set
sampling for QA pair generation, and then we re-
peated all the experiments. Thus, our QA dataset
consists of 9,000 QA pairs in total. Table 1 shows
the holiday and country statistics in each ranking
setting. Note that, we considered both US and UK
as the target countries in this holiday ranking task.

Prompting Following Kandpal et al. (2022), we
used a simple prompt template: “Q: [Question] \n
A:[Answer]” and randomly selected 3 in-context
examples > to form a prompt. Feeding the prompt
to an LLM, we generated ranks by greedy decoding
and we compared them with the ground truth.

3 Experimental Setting

LLMs and Baselines We chose 4 popular LLMs
for evaluation. The first LLM is GPT-3.5 (i.e.,
text-davinci-003, 175B parameters). Through fine-
tuning GPT-3 by reinforcement learning from hu-
man preferences (Ouyang et al., 2022), GPT-3.5
shows a higher quality in handling complex in-
structions compared to prior GPT-based models.
We next chose LLaMA, with 7B (LLaMA-7B)
and 13B (LLaMA-13B) parameters, pre-trained
on the English-dominated corpora covering diverse
domains (Touvron et al., 2023). The final model
is BLOOM-7b1, a multilingual LLM with ~7B
parameters (Scao et al., 2023). We selected this
BLOOM variant because of its comparable model
size with LLaMA-7B. We employed 3 baselines,
including random guess and statistical simulation
by Google Trends and Wikipedia article length,
respectively (see details in Appendix E).

Metrics We used three evaluation metrics, includ-
ing Accuracy (Acc.) measures the degree of the
exact match; Precision@1 (P@1) calculates the
precision of the first ranked item; Average differ-
ence (Diff. = % Z;Vﬂ L ) measures the overall

2
ranking difference, where p; is the Spearman corre-

Swe tried different sizes of in-context examples (e.g., 2, 3,
5) and observed similar trends regarding model performance.
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Figure 1: LLM results at each posi-
tion on holiday ranking in the US.
resentativeness.

lation coefficient between the model prediction and
the ground-truth ranking on the j-th QA example.

4 Results and Analysis

Can LLMs elicit long-tail cultural statistics and
rankings? Table 2 shows the ranking results of
LLMs regarding holiday popularity in the US (see
UK results in Appendix H, country ranking in Ap-
pendix F). In general, GPT-3.5 and LLaMa (7B
and 13B) significantly outperform the random base-
line, while BLOOM-7b1 tends to underperform on
rankings. Both statistical baselines outperformed
the random guess with a high margin. Notably,
GPT-3.5 shows a clear improvement in most cases,
except for pairwise holiday comparisons. Further-
more, LLaMa-13B performs even worse than the
7B variant in some cases, indicating that scaling the
model size does not necessarily benefit the models
to grasp cultural knowledge capacity. This finding
is complementary to prior work (Yin et al., 2022)
on evaluating the geo-diverse commonsense knowl-
edge of multilingual pre-trained language models.
Interestingly, the wiki baseline shows the highest
accuracy in pairwise ranking and beats LLAMA
variants in all ranking cases. Our observations
demonstrate that GPT-3.5 and LLaMa exhibit the
potential to capture the popularity tendencies of
long-tail cultural concepts for ranking. A detailed
holiday description on Wikipedia shows a positive
signal related to the holiday popularity.

What ranking-based factors challenge the pre-
diction? Looking into the ranking setting, we
find that LLMs show a noticeable drop in P@1
(~5%-10%)and Acc (~20%-30%) when adding
ranked items (see Table 2), suggesting that LLMs
are sensitive to the ranking complexity. With fur-
ther exploration of model performance at each rank-
ing position (see Figure 1 on 5-item ranking results

Figure 2: Pairwise ranking accuracy
in the US regarding geo-cultural rep-

Figure 3: The results of GPT-3.5 on
holiday ranking in the US across con-

tinents.
Setting Model P@1 (%) Acc. (%) Diff.
random guess  50.00 £ 0.00 50.00 + 0.00
google stat 57.00 £0.03 57.00 &+ 0.03
wiki len 59.20 +0.04 59.20 +0.04
2-item ranking  bloom-7b1 4290 +0.04 42.90 £ 0.04
llama-7b 4820+ 0.03 48.20 +0.03
llama-13b 51.10£0.05 51.10 £0.05
gpt-3.5 54.80 £ 0.03 54.80 £ 0.03
random guess 33.33 £0.00 16.67 +0.00 0.500 £ 0.00
google stat 37.00 £0.03 21.40+0.01 0.441+£0.01
wiki len 53.540.03 28.10+0.03 0.378 4 0.02
3-item ranking  bloom-7bl 3220+ 0.04 16.00 £0.03 0.472+0.03
llama-7b 43.10+£0.03  19.90 +0.04 0.427 £0.03
Illama-13b 36.30 £ 0.04 17.70 £0.02 0.460 + 0.03
gpt-3.5 59.30 £ 0.04 34.60 £0.02 0.305 + 0.03
random guess  20.00 £0.00 0.83 £0.00 0.500 £ 0.00
google stat 27.30£0.01 3.30+0.01 0.419 +0.02
wiki len 46.70 £0.04 230+£0.01 0.337 £0.01
S-item ranking  bloom-7b1 17.90 £0.02 0.50 £0.01 0.473 £ 0.01
llama-7b 27.80+£0.02 1.10+0.01 0.461 £0.01
llama-13b 2490 £0.03 1.6040.01 0.446 + 0.02
gpt-3.5 62.00 £ 0.03 6.60 +0.00 0.267 + 0.02

Table 2: Results of ranking worldwide holiday popular-
ity in the US (mean =+ standard deviation).

in the US, Appendix H on results in the UK), we
find that holidays ordered at two ends are usually
easier to be predicted than those in between. Items
ordered at the third and fourth positions are more
prone to confuse LLMs than others.

Influence of geo-cultural representativeness?
To examine how LLMs respond to geo-cultural
representativeness, we conducted an analysis of
pairwise ranking accuracy by comparing the most
commonly shared holidays (at least 10 countries)
with country-specific holidays in high- versus low-
population countries. As shown in Figure 2, we
observe that models tend to exhibit a higher accu-
racy when dealing with unique holidays from high-
population countries as opposed to low-population
ones. This outcome suggests that LLMs face
challenges in capturing statistical trends related
to under-represented geo-cultural concepts.

Possibility of LLMs embedding geo-cultural
proximity? As countries with similar cultures
tend to share common holidays, the cultural dis-
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parity between the query and target countries can
influence LLLM predictions. To investigate this,
we group QA pairs by query locations and ana-
lyze model performance across distinct geo-groups.
Given the dispersed distribution of QA pairs at the
country level, we concentrate on continent-based
comparisons using the optimal model, GPT-3.5.
Figure 3 presents 5-item ranking results for hol-
iday popularity in the US, while Appendix H in-
cludes results for the UK. In Figure 3, Oceania
shows the lowest ranking differences, whereas Asia
exhibits the highest. In contrast with the observa-
tion from Arora et al. (2023) that encoder-based
LMs such as mBERT and XLLM show weak align-
ment with established values surveys like the World
Values Survey (further extends to Inglehart—Welzel
cultural map), the predictability of GPT-3.5 in our
case aligns with geo-cultural proximity across con-
tinents, as seen in the Inglehart—Welzel cultural
map Inglehart and Welzel (2010). The Eastern
culture dominant in Asia is more distant from the
Western culture shared by Europe, Oceania, and
the Americas. According to the cultural map, ma-
jor Oceania countries (Australia and New Zealand)
share a cultural group with the US. Despite the US
being in North America, sampled non-US data in
this continent mainly comes from low-population
countries (e.g., Belize and Greenland), posing a
potential challenge for GPT-3.5 predictions. We
conjecture two possible reasons for this result: (1)
the knowledge capacity in GPT-3.5 is larger than
encoder-based LMs; and (2) our study examines
a coarse-grained alignment (i.e., the statistical ten-
dency of holidays’ social visibility across conti-
nents), while Arora et al. (2023) tends to focus on a
fine-grained alignment (i.e., cultural values across
countries), which is more challengable.

5 Conclusion

We introduce a novel QA task, CPopQA, to assess
LLMs in ranking holiday-centered cultural con-
cepts based on their popularity in the US and UK.
Our results show that LLaMA and GPT-3.5 tend
to capture implicit statistical tendencies of holiday
popularity. Comparatively, GPT-3.5 displays supe-
rior ranking abilities. The model predictions are
highly sensitive to the number of ranked items, and
they encounter more difficulties in capturing sta-
tistical trends for under-represented geo-cultural
concepts than well-represented ones. Further ex-
ploring the optimal LLM (GPT-3.5), we observe

its potential to show geo-cultural proximity across
continents. By examining LLMs’ statistical rank-
ing ability on long-tail cultural knowledge, this pre-
liminary work benefits incentivizing future work
on sociocultural tendency exploration by LLMs.

6 Ethical Considerations

We consider the diversity and inclusivity of geo-
cultures curated in our study, therefore we collect
the number of holidays per country on Wikipedia
and collect the population statistics from the web-
site of the United Nations Department of Economic
and Social Affairs 6. The authors manually check
the correctness of the curated holiday list. Despite
careful examination of the data source, we would
like to point out potential ethical issues due to the
biased data coverage from the data sources (i.e.,
Wikipedia) and sampling biases in the data cura-
tion pipeline. The prompt design is conducted by
the authors. For human evaluation, we employed 6
volunteers to annotate a small sampled testing set
(ten holidays per country, and five countries).

7 Limitations

With a systematic review of our study, we summa-
rize a list of limitations as follows.

First, regarding the holiday list, since we curated
the holiday list based on Wikipedia, the potential
data biases in Wikipedia such as missing holidays
and countries, and misrepresentation of communi-
ties may cause issues of data representativeness in
our dataset. Moreover, despite the diverse coun-
tries considered in this study, we focused on a sam-
ple of countries based on the accessible data from
Wikipedia. The limited coverage of geo-political
regions may also lead to unwanted data biases.

Second, with respect to the holiday popularity
collection, there may exist two concerns with the
employment of Google Ngram Viewer to estimate
holiday popularity. One is about the OCR quality
of machine-digitized books, which may influence
the n-gram statistical results. However, the tool de-
velopers have carefully considered this issue when
building the tool (Michel et al., 2011b) and the
later version further updated the OCR technology
to improve the corpus quality (Lin et al., 2012).
Considering the corpus in Google Ngram Viewer
mainly consists of Google books, the other concern
is about the domain shift issue. We will extend our

Shttps://population.un.org/wpp/
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study to consider diverse web resources for n-gram
statistics in the future.

Third, in this preliminary study, we mainly focus
on the use case of holiday popularity to investigate
LLMs’ potential on ranking-based statistical anal-
ysis questions. Moreover, the prompting template
is simple as our study emphasizes the fundamental
ability of LLMs in CPopQA. In the future, we will
consider more diverse cultural concepts and a vari-
ety of prompting strategies for model evaluation.
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A Related Work

Cultural-aware NLP Language and culture are intertwined (Hershcovich et al., 2022; Hovy and Yang,
2021). Overall, research on the interaction of language technologies and cultures can be divided into
two groups. The first group focuses on improving specific language technologies inspired by cultural
diversity (Sun et al., 2021; Jurgens et al., 2017; Riley et al., 2022). For example, Jurgens et al. (2017)
proposed a new distance measure between languages based on linguistic proxies of culture, hoping to
improve cross-lingual transfer learning. Riley et al. (2022) constructed a benchmark called FRMT to
improve matching translation with an emphasis on geo-cultural diversity.

The second group concentrates on investigating the cultural awareness of language technologies (Arora
et al., 2023; Ringel et al., 2019; Garimella et al., 2016). Popular research topics in this thread include
cross-cultural differences in word usage (Garimella et al., 2016), dialect-associated biases (Zhang et al.,
2021), and geo-diverse commonsense (Liu et al., 2021; Acharya et al., 2020; Yin et al., 2022).

Ranking-based QA Existing work in the field of ranking-based QA primarily focus on answer re-
ranking to identify the optimal one (Nakov et al., 2017; Breja and Jain, 2022; Kratzwald et al., 2019).
Following Rogers et al. (2023), one of the major motivations behind this group of studies lies in the
diversity in both the quality and quantity of questions and answers. Differing from prior studies that focus
on developing ranking-based QA models to identify the best answer from a pool of candidates, our study
specifically centers around a QA task that aims to generate a ranking of cultural concepts (holidays) based
on their popularity.

B Data Cleaning

We conducted both rule-based cleaning and post-human edition to improve the data quality. Specifically,
we filtered out holidays that lose the time description for further consideration. Regarding temporal
diversity, we employed two human annotators to unify the holiday date following Gregorian Calendar.
Considering the temporal dynamics of some holidays caused by calendar conversion, we further required
annotators to assign the label "movable" to these holidays’ dates. Moreover, the paraphrase phenomenon
of some holidays may cause their popularity distribution to be dispersed. To avoid this issue, we examined
each holiday concept and grouped its aliases. In addition, through the empirical examination of the holiday
list, annotators also removed false positives (e.g., special events like the memory of an emperor) and
improved holiday descriptions by manual edition.

C Human Evaluation of Holiday Popularity Collection

To further validate our strategy for deriving holiday popularity, we additionally conducted a human
evaluation of holiday popularity rankings. Specifically, we randomly sampled 5 countries and selected
the top 10 holidays per country based on their frequency in GBNV’s American English corpus. For each
country’s holiday list, we asked 6 non-immigrant US citizens, who grew up in the US, to compare holidays
regarding their popularity in the US and generated a rank based on annotators’ average votes. Toward a
correlation analysis of two ranked holiday lists per country, our results show that the statistics of Google
Books Ngram Viewer achieved 60% consistency (i.e., Pearson p=63.34%, Spearman rho=58.65%) with
human judgments on average.
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Figure 4: Distribution of holidays by country in descending order.
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Figure 5: Distribution of holidays by continent.

D Holiday Statistics

Figure 4 displays the distribution of holidays across various countries. Our dataset comprises a total of
457 unique holidays in 58 countries. Notably, Indonesia, the United States, and India are the top three
countries with the highest number of holidays. Conversely, Cuba, Maldives, and Algeria have the lowest
number of holidays among the countries included in our dataset.

Figure 5 presents the distribution of holidays by continent. In comparison, Asia (23.0%) and Europe
(20.5%) emerge as the top two continents with a higher number of holidays compared to others. On the
other hand, Africa (10.7%) and Oceania (11.8%) have a relatively lower ratio of holidays in comparison
to the other continents.
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E Details of LLM Tuning and Baselines

All the experiments are built upon an RTX3090. We tuned LLMs with the optimal temperature values and
the default values of the other hyperparameters. Specifically, we used a temperature of 1 for BLOOM, 0.7
for LLaMA, and 0.3 for GPT-3.5.

Regarding baselines, in addition to widely used random guess, we proposed two additional baselines.
For the first baseline which we called “google stat”, we quantified the general holiday popularity by
querying each holiday in a search engine and estimating its cumulative search volume over time. Given
that Google is one of the most popular search engines, we used Google Trends (https://trends.google.
com/trends/) to access the search volume of each holiday query in Google Search across 20 years
(2004-1-1 - 2023-8-1, the maximum accessible timeline in the tool) and sum up the statistics over the
selected time span. The second baseline is called “wiki len”. With the assumption that a well-known
holiday tends to contain a more comprehensive and lengthy description compared to a lesser-known one,
we calculated the word length of the description on each holiday’s Wikipedia page to approximate the
holiday’s popularity.

F LLM Investigation on Country Ranking
In addition to fine-level holiday ranking, we further explore LLM performance on a high-level country

ranking, which is defined as below:

* Task 2. Country ranking: Given a set of countries C = {c1, ¢, ..., cp}, this task aims to sort C in a
descending order based on each country’s overall holiday popularity in a target country c;.

Differing from Task 1 where we explore holiday ranking in both the US and the UK, we specifically
concentrate on the country ranking in the US in Task 2, as we found that there is a high agreement on
ranking countries by their overall holiday popularity in the US and UK.

Table 3 displays the overall performance of LLMs in this level of ranking.

Setting Model P@1 (%) Acc. (%) Dift.
random guess 50.00 £ 0.00 50.00 % 0.00 -
google stat 80.10 £0.03 80.10 £ 0.03 -
wiki len 80.90 £0.02 80.90 & 0.02 -

2-item ranking  bloom-7b1 42.80 £0.02 42.80 +0.02 -
llama-7b 53.20+£0.03 53.20 £ 0.03 -
llama-13b 52.50 £0.02 52.50 +0.02 -
gpt-3.5 60.90 + 0.04  60.90 &+ 0.04 -
random guess 33.33 £0.00 16.67 +0.00 0.500 £ 0.00
google stat 5290 +£0.03 42.20+0.02 0.235+£0.02
wiki len 55.40 £ 0.03 45.70 +£0.04 0.224 £ 0.03

3-item ranking bloom-7bl 30.30 £0.03 15.20+0.01 0.470 £ 0.02
llama-7b 37.80 £0.02 18.40+0.04 0.481+0.02
llama-13b 36.60 £0.04 17.70 £0.03 0.466 + 0.02
gpt-3.5 48.70 £0.01 25.10+£0.03 0.398 £ 0.01
random guess 20.00 £ 0.00 0.83 £0.00 0.500 £ 0.00
google stat 3940 £0.02 990+£0.02 0.225+0.01
wiki len 47.70 £ 0.04 16.90+0.02 0.221 £ 0.01

5-item ranking  bloom-7bl 14.10 £0.03 0.60 £0.01 0.514£0.03
llama-7b 27.10+£0.02  0.50 £0.00 0.490 £ 0.03
llama-13b 2740 £0.03 1.60+0.01 0.450+0.03
gpt-3.5 42.10+£0.02 3.70£0.01 0.353 £0.01

Table 3: Performance of LLMs on country rankings regarding their overall holiday popularity in the US (mean +

standard deviation).
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G Consistency of Holiday Rank in US versus UK

Table 4 displays the level of ranking consistency between the popularity of holidays in American culture
compared to British culture. In particular, the agreement metric measures the extent of the exact match
between the rank in the US and the rank in the UK. We also compute the average ranking difference
across queries.

Agreement (%) Diff.
2-item ranking 93.00 -
3-item ranking 75.80 0.073
5-item ranking 39.20 0.061

Table 4: Consistency of holiday popularity rank in US versus UK.

H Results of LLMs on Holiday Ranking in the UK

Table 5: Performance of LLMs on worldwide holiday popularity rankings in the UK (mean = standard deviation).

Setting Model P@1 (%) Acc. (%) Diff.
random guess  50.00 = 0.00  50.00 % 0.00 -
google stat 56.40 £0.03 56.40 £ 0.03 -
wiki len 61.30 +0.04 61.30 £ 0.04 -
2-item ranking bloom-7b1 39.40 £0.04 39.40 £ 0.04 -
1lama-7b 46.80 £0.02 46.80 £ 0.02 -
llama-13b 49.50 +0.03  49.50 £ 0.03 -
gpt-3.5 53.50 £0.04 53.50 + 0.04 -
random guess 33.33 +0.00 16.67 & 0.00 0.500 £ 0.00
google stat 36.30 £0.03 20.00 £0.02 0.448 + 0.01
wiki len 54.60 £0.03 29.80 +£0.03 0.361 £ 0.02
3-item ranking bloom-7bl 31.90 £0.01 16.60 +0.03 0.481 £ 0.01
llama-7b 37.60 £0.03 17.00+£0.03 0.466 + 0.01
llama-13b 37.10 £0.03 19.80 £0.04 0.455+0.02
gpt-3.5 62.60 +0.01 38.80 +0.01 0.278 + 0.01
random guess 20.00 £0.00 0.83 £0.00 0.500 £ 0.00
google stat 23.80 £0.01 2.40=£0.01 0.431+£0.02
wiki len 53.10+£0.04 290+0.01 0.322+0.01
S5-item ranking bloom-7bl 18.10 £0.03 0.80 £0.01 0.477 £0.02
1lama-7b 29.50 £0.03 1.50 £0.01 0.462 +0.01
llama-13b 28.30 £0.03 2.20=£0.00 0.420+£0.03
gpt-3.5 60.60 +=0.04 7.60 £0.02 0.258 £ 0.01
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I Detailed Examples of QA Pairs

In Table 6 and Table 7, we provide a few detailed examples of QA pairs for holiday ranking and country
ranking, respectively. Note that, we don’t use the popularity information or holiday descriptions in our
prompts. However, such information can be served as valuable context for future studies.

I.1 Holiday Ranking

No.| Attribute Content
Question Can you provide a descending order for the following Chinese holidays by their popular-
ity in the : Spring Festival, Children’s Day, Lantern Festival, Martyrs’ Day,

Dragon Boat Festival?

Answer 1. Spring Festival 2. Children’s Day 3. Dragon Boat Festival 4. Lantern Festival 5.
Martyrs’ Day

Holiday The percentage of the frequency of the holiday Chinese New Year / Spring Festival
1 Popularity mentioned in the United States corpus is 1.11e-07. The percentage of ...

Description  Chinese New Year / Spring Festival: Chinese New Year is the festival that celebrates the
beginning of a new year on the traditional lunisolar Chinese calendar. In Chinese, the
festival is commonly referred to as the Spring Festival...

Question Can you provide a descending order for the following Indian holidays by their popularity
in the : Independence Day, Gandhi Jayanti, Bihu, Accession Day, Day of
Ashura?
\ Answer 1. Independence Day 2. Accession Day 3. Bihu 4. Day of Ashura 5. Gandhi Jayanti
Holiday The percentage of the frequency of the holiday Independence Day mentioned in the

2 Popularity United States corpus is 4.07e-07. The percentage of ...

Description  Independence Day: Independence Day is celebrated annually on 15 August as a public
holiday in India commemorating the nation’s independence from the United Kingdom...

Question Can you provide a descending order for the following Fijian holidays by their popularity
in the : New Year’s Day, Ram Naumi, Fiji Day, National Youth Day, Palm
Sunday?
\ Answer 1. New Year’s Day 2. Palm Sunday 3. National Youth Day 4. Fiji Day 5. Ram Naumi
Holiday The percentage of the frequency of the holiday New Year’s Day mentioned in the United

3 Popularity States corpus is 5.78e-07. The percentage of ...

Description  New Year’s Day: In the Gregorian calendar, New Year’s Day is the first day of the year

Table 6: QA pair examples for 5-holiday ranking in the US.
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L2 Country Ranking

No.| Attribute Content
Question Can you provide a descending order for the following foreign countries by their holiday
popularity in the United States: Brazil, Guyana, Egypt, New Zealand, China?
| | Answer 1. Brazil 2. China 3. Guyana 4. New Zealand 5. Egypt
Country The percentage of the total frequency of holidays in Brazil mentioned in the United
Popularity States corpus is 1.82e-05....
Question Can you provide a descending order for the following foreign countries by their holiday
popularity in the United States: Vatican City, Canada, Australia, Japan, Greenland?
) | Answer 1. Australia 2. Canada 3. Greenland 4. Vatican City 5. Japan
Country The percentage of the total frequency of holidays in Vatican City mentioned in the United
Popularity States corpus is 2.31e-060...
Question Can you provide a descending order for the following foreign countries by their holiday
popularity in the United States: Fiji, Greenland, India, Solomon Islands, Mexico?
3 | Answer 1. Mexico 2. Fiji 3. Greenland 4. Solomon Islands 5. India
Country The percentage of the total frequency of holidays in Fiji mentioned in the United States
Popularity corpus is 6.4e-06...

Table 7: QA pair examples for 5-country ranking in the US.
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