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Abstract

Knowledge graph completion (KGC) aims to
infer missing facts based on existing facts
within a KG. Recently, research on generative
models (GMs) has addressed the limitations
of embedding methods in terms of generality
and scalability. However, GM-based methods
are sensitive to contextual facts on KG, so the
contextual facts of poor quality can cause GMs
to generate erroneous results. To improve the
performance of GM-based methods for various
KGC tasks, we propose a COntextual FactS
GuIded GeneratioN (COSIGN) model. First,
to enhance the inference ability of the gener-
ative model, we designed a contextual facts
collector to achieve human-like retrieval be-
havior. Second, a contextual facts organizer
is proposed to learn the organized capabilities
of LLMs through knowledge distillation. Fi-
nally, the organized contextual facts as the input
of the inference generator to generate missing
facts. Experimental results demonstrate that
COSIGN outperforms state-of-the-art baseline
techniques in terms of performance.

1 Introduction

A knowledge graph (KG) represents a network of
real-world entities and illustrates the relationship
between them (Ji et al., 2021; Cambria et al., 2022).
Knowledge graph completion (KGC) is a task
aimed at inferring missing facts based on existing
facts within KGs, including static KGC (SKGC)
(Bordes et al., 2013), temporal KGC (TKGC) (Han
et al., 2021) and few-shot KGC (FKGC) (Xiong
et al., 2018). TKGC involves time facts with times-
tamps, while FKGC predicts facts with limited or
zero trained samples for relationships.

Previous approaches primarily relied on graph
embedding, which involves embedding entities and
relationships into high-dimensional vectors to rep-
resent their associations (Gao et al., 2023). The
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Figure 1: Examples of the comparative effects of no
contextual facts, scattered contextual facts, and orga-
nized contextual facts. The timestamp only exists in
TKGC.

training and inference models of SKGC (Yang
et al.,2014; Trouillon et al.,2016; Sun et al.,2018)
depend on various transitional relationships on
graph paths, while TKGC (Xu et al.,2020a; Han
et al.,2021; Gao et al.,2023) and FKGC Xiong
et al.,2018; Chen et al.,2019; Niu et al.,2021) meth-
ods further integrate with special components or
learning paradigms to handle additional time infor-
mation or training requirements. However, these
differences in methods result in significant mainte-
nance costs and an inability to adapt to emerging
knowledge queries, ingestion, and presentation.

Recently, generative models (GMs) including
large language models (LLMs) have demonstrated
advanced performance in handling various natu-
ral language processing tasks. Despite having het-
erogeneous inputs and outputs, generative models
transform these tasks into a "text-to-text" format,
taking the text as input and producing another text
as output (Yao et al.,2019; Kim et al.,2020; Yu
et al.,2022a). Moreover, GMs embed a significant
amount of real-world knowledge from pre-training
(Ye et al.,2022; Chen et al.,2022, Li et al.,2024),
which holds potential benefits for KGC tasks.

However, GM-based methods are sensitive to
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contextual facts on KG (Kim et al., 2023). As il-
lustrated in Figure 1, when the reasoning process
lacks contextual facts, the flexibility of the model
will be invoked, resulting in significant differences
in the generated results. Therefore, it is necessary
to gather effective contextual facts to guide the
model’s generation. However, scattered contex-
tual facts can make it difficult for the generative
model to understand thereby generating erroneous
results. Therefore, organizing scattered contextual
facts into structured and logical contextual facts is
an important challenge of GM-based methods for
various KGC tasks.

To address the important challenge, we propose a
COntextual FactS GuIded GeneratioN (COSIGN)
model to infer missing facts on KGs. First, to en-
hance the inference ability of the generative model,
we designed a contextual facts collector. Given a
triple (s, r, o,m), the collector collects all the paths
that the head entity s can infer to the tail entity o in
the subgraph as the contextual facts. Second, a con-
textual facts organizer is proposed, which replaces
inefficient manual organization works with auto-
mated information organization, to learn the orga-
nized capabilities of LLMs through knowledge dis-
tillation (Hsieh et al.,2023; Yu et al.,2023). Finally,
the organized contextual facts as the input of the
inference generator to generate missing facts. Ad-
ditionally, we add prefix constraints to our model’s
inference process to ensure the rationality of the
generated results. The contributions of our work
can be summarized as follows:

• Inspired by human-like retrieval behavior, we
have learned a contextual facts collector based
on positive set confidence dominance, which
greatly enhances the ability to generate con-
textual facts.

• We have designed a contextual facts organizer
to furnish the necessary basis for inference.
To the best of our knowledge, our work is the
first to explore how to distillate the LLM to
achieve the KGC.

• Extensive experiments verify the effectiveness
of each module and its superiority over state-
of-the-art baselines.

2 Related Works

2.1 Embedding KGC models

Early methods such as TransE (Bordes et al., 2013),
DistMult (Yang et al., 2014), and ComplEx (Trouil-
lon et al., 2016) achieved success by representing

entities and relations as continuous vectors in a
low-dimensional space. To address the limitations
of these early models, neural network architectures
like ConvE (Dettmers et al., 2018) and CompGCN
(Sun et al., 2019) were introduced, utilizing neural
networks to capture complex patterns in the graph
structure. Recent research has explored integrating
external information and meta-paths into embed-
ding models (Dong et al., 2017; Zhang et al., 2020).
Additionally, TTransE (Leblay and Chekol, 2018),
TComplEx (Xu et al., 2020b) extended the models
to incorporate temporal information into relation
embeddings, and OG-NET (Zheng et al., 2022) em-
bedded the spatial information into representations.
TeLM (Xu et al., 2021) introduced a novel linear
time regularization function to enhance temporal
features. In contrast, LCGE (Niu and Li, 2023)
established models for the timeliness and causal
relationships of facts, recognizing their time sensi-
tivity in inferring missing information. However,
these methods are tailored to specific data and tasks,
limiting their generality.

2.2 Generative KGC Models

GenKGC (Xie et al., 2022) transforms the KGC
task into a sequence-to-sequence generation task,
utilizing generative models to enhance generaliza-
tion capability. KGT5 (Saxena et al., 2022) lever-
ages the generality of the generation model and
employs the prompt methodology to concurrently
address KGC tasks. SQUIRE (Bai et al., 2022)
employs historical paths as context to enhance gen-
erative model performance. However, their applica-
bility is limited to static KGC. KG-S2S (Chen et al.,
2022) unifies input formats across various types of
KGs to address Temporal Knowledge Graph Com-
pletion (TKGC) tasks. However, it does not incor-
porate context, leading to limited performance.

3 Preliminaries

Knowledge Graph Completion. Let E , R, T , and
F denote a finite set of entities, relations, times-
tamps, and facts, respectively. a fact list F =
{(s, r, o,m)1 , ..., (s, r, o,m)n} where s, o ∈ E is
subject and object entity, r ∈ R is the tuple relation
and m represents the representational form under
different types of KG configurations. For instance,
in the context of SKGC, m denotes null because
it does not consider the time. However, in TKGC,
it signifies a timestamp and m ∈ T . Knowledge
Graph Completion (KGC) predicts the missing en-
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Figure 2: An overview of the COSIGN. The collector emulates human-like retrieval behavior, the organizer arranges
contextual facts, and the inference generator generates answers based on well-organized contextual facts. Here, we
use temporal KGC as an illustration.

tities for the queries (s, r, ?,m) or
(
?, r−1, o,m

)
,

where r−1 ∈ R−1 is the reverse edge of r.
Generative Knowledge Graph Completion.

The generative models have transformed the rep-
resentation of KGC (Xie et al., 2022; Saxena
et al., 2022). The typical generative models of
an encoder and a decoder, which can be viewed
as P (y|x) =

∏|y|
i=1P (yi|y<i, x), where x is the

input sequence and y is the generated output se-
quence. In generative KGC, x represents the query
Q = (s, r, ?,m) (or

(
?, r−1, o,m

)
), and the pre-

dicted ground-truth object (or subject) as y. It is
noteworthy that both x and y are flattened textual
representations of knowledge (Chen et al., 2022).

4 Proposed Method

Figure 2 shows there are three key technical com-
ponents in COSIGN: the contextual facts collector,
the contextual facts organizer, and the inference
generator. Please note that we take the temporal
KGC task as an example when introducing the
method, but our method also applies to the static
KGC task and few-shot KGC.

4.1 Contextual Facts Collector

Collecting information relevant to the query
(sq, rq, ?,mq) as the context for inference has tradi-
tionally been accomplished using a neighborhood
sampling strategy (Ding et al., 2022; Wei et al.,
2023). However, random sampling can overlook
contextual facts and lack an understanding of fac-
tual details. Therefore, there is a need to design

an efficient and context-aware method for collect-
ing contextual facts to achieve human-like retrieval
behavior.

Pruning Neighborhood. Intuitively, human
memory primarily focuses on the most recent
events (Li et al., 2021). Thus, we extract the l-
th order neighborhood subgraph N of the query
(sq, rq, ?,mq) to serve as the background,

N(sq ,rq ,mq ,l) =
{(

sq, r
1
j , n

1
i ,m

1
q

)
,
(
n1
i , r

2
j , n

2
i ,m

2
t

)

, ...,
(
nl−1
i , rlj , n

l
i,m

l
t

)}
, 0 ≤ i < |E|

, 0 ≤ j < |R| , 0 ≤ t < |T |
(1)

where ni represents the neighboring nodes.
Filtering Information. Next, we filter query-

relevant facts within a subgraph using our proposed
information filter module. Previous methods pre-
dominantly involved setting similarity thresholds
for filtering, leading to challenges in adapting to
different KGs (Wang and Yu,2023; Yu et al.,2024b).
Therefore, we utilize a generative model for a nu-
anced understanding of facts, enabling rapid adap-
tation to filter information across diverse KGs.
Specifically, we employ a template Xk to textu-
ally represent both the query and the facts within
the neighborhood subgraph N :

Xk = Query: (sq, rq, ?,mq) Fact: (si, rj , oi,mt)

0 ≤ i < |E| , 0 ≤ j < |R| , 0 ≤ t < |T |
(2)

where (si, rj , oi,mt) represents a specific fact in
the neighborhood subgraph N .
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Then, the template Xk is input into the informa-
tion filter module, which outputs K ∈ {yes, no}.
yes indicates a positive sample related to the query,
while no represents a negative sample. It is cru-
cial to emphasize that instances in which entities
missing in the query are present in the facts are
considered positive samples, while conversely, they
constitute negative samples. Our learning objective
is to maximize the likelihood of the token ki given
the input text XK and the tokens k<i in the base
class K, and to define the loss function as follows:

Lkθ = −
|K|∑

i=1

logPkθ (ki|k<i, Xk) (3)

where Pkθ (ki|k<i, Xk) is the log-likelihood of the
i-th token of the ground class K.

However, facts with high literal overlap but dif-
ferent semantics pose challenges for generative
models. This is because, under the guidance of
teacher forcing, the similarity of these facts is
forcibly reduced, leading to overfitting. To tackle
this issue, we propose a training approach based
on a positive-set confidence advantage to dimin-
ish model sensitivity during learning. Specifically,
we seek to ensure that the probability of the posi-
tive sample set outputting yes surpasses that of the
negative sample set,

Lcon = log


1 +

∑

i∈Ωneg ,j∈Ωpos

eλ(si−sj)


 (4)

where λ is a margin value, which is detailed in the
experimental section regarding its configuration.
Ωneg refers to the negative sample set, and Ωpos

represents the positive sample set. s represents the
similarity score.

Please note that if λ(si−sj) is an extremely large
negative number, it will cause the training gradient
to become zero. Therefore, we have incorporated
the negative log-likelihood loss Lkθ to prevent such
overfitting scenarios, as expressed by Lkθ + Lcon.

Collecting Contextual Facts. The logic of a
single fact lacking inferential reasoning is akin to
O. Henry’s novels. If only a few keywords are
skimmed, it is difficult to understand the twist at
the end. However, the path of facts can intuitively
describe the process of events. Therefore, by seek-
ing the path between queries and facts, the com-
pleteness of information can be achieved. Here, we
are seeking the shortest path, as it represents the

most direct association of facts. The shortest path
between query q and fact Fi is as follows:

ν(q,Fi) = σ (Nq, (sq,mq), (si,mt)) (5)

where σ is the shortest path function, and in this
paper, Dijkstra’s method (Jurkiewicz et al., 2021;
Yu et al., 2022b) is used. Nq is the l-th order neigh-
borhood subgraph of the query. Subsequently, all
identified paths for positive sample facts will be
utilized as contextual facts.

4.2 Contextual Facts Organizer

As shown in Figure 1, only the coherent contextual
fact is helpful to various KGC tasks. So, this part
organizes scattered contextual facts into coherent
contextual facts.

Learning Organization. The LLM has a good
ability to organize, so we need to guide the LLM to
generate organized logic. Due to the organized con-
textual facts is organized from the scattered contex-
tual facts, we can obtain organized contextual facts
by using reverse generation thinking. Specifically,
we let the LLM generate the contextual facts C
in reverse based on the query, scattered contextual
facts, and answer. To facilitate the LLM’s com-
prehension of the task’s intent, the prompt should
encompass three sections: task description, solu-
tion conditions, and generation constraints (Yang
et al., 2023), as follows:

Your task is to summarize the relevant informa-
tion related to the answer from the given context.

I have a query (sq, rq, ?, mq), an answer (o),
and a series of contexts: SCFs.

Please provide concise and coherent answers.
where SCFs represents the scattered contextual
facts collected in Sec 4.1. To generate reliable
C, we designed an evaluator to assess the recall
of o in C, and based on the correction approach
proposed in (Zhou et al., 2022), return instances
with low recall to the LLM for modification.

LLM Distillation. During the inference stage,
the answer is unknown, resulting in the inability
of LLMs to generate coherent logic. However, in-
spired by the knowledge distillation (Brown et al.,
2023), it is possible to leverage a small language
model (SLM) to inherit the capability of generat-
ing logical coherence from the LLM. Specifically,
based on the given query and scattered contextual
facts, the SLM is trained to learn the organizational
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ability of the LLM as the contextual facts organizer.

Xc = Query: (sq, rq, ?,mq)

Facts: SCFs
(6)

The optimization procedure will be taken as an
estimate of the parameters with log-likelihood max-
imization as follows:

Lcθ = −
|C|∑

i=1

logPcθ (ci|c<i, Xc) (7)

where Pcθ (ci|c<i, Xc) is the log-likelihood of the
i-th token of the contextual facts C.

4.3 Inference Generator
For the generator, the input Xg is formed by con-
catenating the query with the contextual facts C.
The output is required to infer the word to fill in the
[MASK] token, and the words are further mapped to
corresponding labels through an expression mech-
anism (Cui et al., 2022). The input template is as
follows:

Xg = Query: (sq, rq, [MASK],m)

Context: C
(8)

where C signifies the contextual facts organized in
Sec 4.2. The text of the object entity, denoted as
Y = (y1, y2, ...), can also be optimized through an
estimation using log-likelihood maximization:

Lgθ = −
|Y |∑

i=1

logPgθ (yi|y<i, Xg) (9)

where Pgθ (yi|y<i, Xg) is the log-likelihood of the
i-th token of the object entity Y .

In addition, the beam search and prefix con-
straints techniques play a crucial role in generating
coherent and plausible results.

Beam Search. For KGC tasks, given a query
(sq, rq, ?,mq) or

(
?, r−1

q , oq,mq

)
, multiple valid

entities can be generated. So, we adopt the standard
beam search algorithm (Cui et al., 2022) with a
beam width of B, which can generate different
entity texts with high probability in each beam.

Prefix Constraints. Flexible auto-regressive
generation can result in the generation of entities
that are not present in the set E . To address this is-
sue, we propose the utilization of prefix constraints
(Takeno et al., 2017) to govern the COSIGN de-
coder, ensuring the generation of valid tokens given
a prefix sequence.

Datasets Type |E| |R| Ntrain Nvalid Ntest

WN18RR SKGC 40,943 11 86,835 3,034 3,134
FB15K-237 SKGC 14,541 237 272,115 17,535 20,466
FB15K-237N SKGC 14,541 93 87,282 7,041 8,226
ICEWS14 TKGC 6,869 230 72,826 8,941 8,963
NELL-One FKGC 68,544 358 189,635 1,004 2,158

Table 1: Statistics of the experimental datasets.

5 Experiment

We combined PyTorch (Paszke et al., 2019; Yu
et al., 2024a) with the HuggingFace (Wolf et al.,
2020) Transformers library to implement COSIGN,
and evaluated its performance on an AMD EPYC
7T83 CPU (64 cores) and two RTX-4090 GPUs
(24GB each).

5.1 Experimental Setup

5.1.1 Datasets
We utilized three distinct types of datasets, namely
SKGC, TKGC, and FKGC, to evaluate the perfor-
mance of COSIGN. The SKGC dataset comprises
WN18RR (Toutanova and Chen, 2015), FB15K-
237 (Schlichtkrull et al., 2018), and FB15K-237N
(Lv et al., 2022). Meanwhile, TKGC and FKGC
datasets consist of ICEWS14 (Garcia-Duran et al.,
2018) and NELL-One (Xiong et al., 2018), respec-
tively. Statistics for these datasets are presented in
Table 1. We employ the commonly used metrics
of Mean Reciprocal Rank (MRR) and Hits@n (n
∈ {1, 3, 10}) to evaluate the outcomes of KGC.

5.1.2 Baseline Methods
We select two types of state-of-the-art baseline
models for comparison:

(1) The previous well-performed knowledge
graph-embedding models (KGEs), including
TransE (Bordes et al., 2013), DistMult (Yang
et al., 2014), ComplEx (Trouillon et al., 2016),
GMatching (Xiong et al., 2018), HyTE (Dasgupta
et al., 2018), ConvE (Dettmers et al., 2018), Ro-
tatE (Sun et al., 2018), TComplEx (Lacroix et al.,
2019), MetaR (Chen et al., 2019), CompGCN
(Sun et al., 2019), DE-SimplE (Goel et al., 2020),
ATiSE (Xu et al., 2020b), Tero (Xu et al., 2020a),
MTransH(Niu et al., 2021), T+TransE (Han et al.,
2021), sToKE (Gao et al., 2023), LCGE (Niu and
Li, 2023).

(2) Existing advanced generative models (GMs):
including KG-BERT (Yao et al., 2019), MTL-KGC
(Kim et al., 2020), StAR (Wang et al., 2021), KGT5
(Saxena et al., 2022), GenKGC (Xie et al., 2022),
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Models WN18RR FB15K-237 FB15K-237N
MRR H@1 H@3 H@10 MRR H@1 H@3 H@10 MRR H@1 H@3 H@10

KGEs

TranE 0.243 0.043 0.441 0.532 0.279 0.198 0.376 0.441 0.255 0.152 0.301 0.459
DistMult 0.444 0.412 0.470 0.504 0.281 0.199 0.301 0.446 0.209 0.143 0.234 0.330
ComplEx 0.449 0.409 0.469 0.530 0.278 0.194 0.297 0.450 0.249 0.180 0.276 0.380

RotatE 0.476 0.428 0.492 0.571 0.338 0.241 0.375 0.533 0.279 0.177 0.320 0.481
ConvE 0.456 0.419 0.470 0.531 0.312 0.225 0.341 0.497 0.273 0.192 0.305 0.429

CompGCN 0.479 0.443 0.494 0.546 0.355 0.264 0.390 0.535 0.316 0.231 0.349 0.480

GMs

KG-BERT 0.216 0.041 0.302 0.524 - - - 0.420 0.203 0.139 0.201 0.403
MTL-KGC 0.331 0.203 0.383 0.597 0.267 0.172 0.298 0.458 0.241 0.160 0.284 0.430

StAR 0.401 0.243 0.491 0.709 0.296 0.205 0.322 0.482 - - - -
PKGC - - - - - - - - 0.307 0.232 0.328 0.471

GenKGC - 0.287 0.403 0.535 - 0.192 0.355 0.439 - - - -
KGT5 0.508 0.487 - 0.544 0.276 0.210 - 0.414 - - - -

SimKGC 0.671 0.588 0.731 0.817 0.336 0.249 0.365 0.511 - - - -
KG-S2S 0.574 0.531 0.595 0.661 0.336 0.257 0.373 0.498 0.353 0.282 0.385 0.495

Ours 0.641 0.610 0.654 0.714 0.368 0.315 0.434 0.520 0.394 0.355 0.457 0.526

Table 2: The SKGC experiment results. Building upon the work of (Chen et al., 2022), we have incorporated the
SimKGC (Wang et al., 2022). The best-performing method results are in bold and the second best results are in
underline.

Models ICEWS14
MRR H@1 H@3 H@10

KGEs

TransE 0.255 0.074 - 0.601
HyTE 0.297 0.108 0.416 0.655
ATiSE 0.550 0.436 0.629 0.750

DE-SimplE 0.526 0.418 0.592 0.725
Tero 0.526 0.468 0.621 0.732

TComplEx 0.560 0.470 0.610 0.730
T+TransE 0.553 0.437 0.627 0.765

sToKE 0.659 0.574 0.693 0.803
LCGE 0.667 0.588 0.714 0.815

GMs KG-S2S 0.595 0.516 0.642 0.737
Ours 0.689 0.645 0.720 0.821

Table 3: The TKGC experiment results. Building upon
the work of (Chen et al., 2022), we have incorporated
the latest sToKE (Gao et al., 2023) and LCGE (Niu
and Li, 2023) models. The best-performing baseline is
denoted as LCGE.

PKGC (Lv et al., 2022), SimKGC (Wang et al.,
2022), KG-S2S (Chen et al., 2022).

Additionally, the baseline comparisons in this
paper are derived from the recommended values of
the above-mentioned method.

5.2 Experimental Results

Static KGC. The experimental results are shown
in Table 2. On WN18RR, FB15K-237, and FB15K-
237N, COSIGN achieved competitive performance.
Compared to the latest generative model KG-S2S,
COSIGN significantly outperforms it. Specifi-
cally, we observe a relative improvement in Hit@1
for WN18RR by 7.9% (from 0.531 to 0.610), for
FB15K-237 by 5.8% (from 0.257 to 0.315), and

Models NELL-One
N-shot H@1 H@10

KGEs

GMatching (TransE) One 0.120 0.260
GMatching (DistMult) One 0.110 0.300
GMatching (ComplEx) One 0.120 0.310
GMatching (ComplEx) Five 0.140 0.310

MetaR One 0.170 0.400
MetaR Five 0.170 0.440

MTransH Five 0.210 0.480

GMs
StAR Zero 0.170 0.450

KG-S2S Zero 0.220 0.490
Ours Zero 0.240 0.500

Table 4: The FKGC experiment results. NELL-One
results are taken from (Chen et al., 2022). The best-
performing baseline is denoted as KG-S2S.

for FB15K-237N by 7.3% (from 0.355 to 0.282).
This confirms the effectiveness of incorporating
organizational context. We were surprised to dis-
cover that, for the non-CPR dataset FB15K-237N,
the improvement was more substantial compared
to the CPR dataset FB15K-237 (non-CPR 7.3%
> CPR 5.8%). This could be a result of the orga-
nizational context inadvertently enriching the se-
mantics of non-CPR. In comparison with the graph
embedding-based approach, COSIGN consistently
achieves performance improvements on WN18RR,
albeit maintaining moderate results on FB15K-237
and FB15K-237N.

Temporal KGC. To assess COSIGN’s ability
to handle temporal aspects in knowledge graphs,
we conducted experiments on the TKGC bench-
mark ICEWS14. The results are presented in
Table 3. Our proposed COSIGN achieved new
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state-of-the-art results in MRR, Hit@1, Hit@3,
and Hit@10, confirming COSIGN’s capability to
learn additional temporal features from pure tex-
tual forms. We observed a relative improvement
of 5.7% in Hit@1 (from 0.588 to 0.645), the most
significant enhancement among recent methods.
This can be attributed to the rich semantic associa-
tions in the context of ICEWS14, where COSIGN’s
contextual organization ability played a crucial
role. We believe that as global knowledge con-
tinues to grow, semantically rich scenarios will be-
come mainstream, providing further opportunities
for COSIGN to excel.

Few-shot KGC. Finally, we validated the few-
shot learning capability of Hit@1 on NELL-One,
as shown in Table 4. We opted for the same zero-
shot setting as (Chen et al., 2022) (i.e., evaluation
relations not occurring in the training set). Sur-
prisingly, COSIGN outperformed all variants of
previous graph embedding-based models that trans-
ferred knowledge from training data to evaluation
relations (i.e., one-shot and five-shot learning). Ad-
ditionally, compared to the latest generative model
KG-S2S, COSIGN achieved a 2% improvement in
Hit@1 (from 0.220 to 0.240) and a 1% improve-
ment in Hit@10 (from 0.490 to 0.500). In terms of
metrics, the performance improvement of COSIGN
in the NELL-One scenario is limited compared
to the SKGC and TKGC scenarios. This could
be attributed to the presence of unseen relations
in NELL-One, leading to the generation of poor-
quality contextual facts that impact COSIGN’s or-
ganizational ability. Nevertheless, it underscores
the significance of high-quality contextual facts for
reasoning.

5.3 Ablation Study
We validate the effectiveness of each module in
COSIGN across three types of datasets: WN18RR
(SKGC), ICEWS14 (TKGC), and NELL-One
(FKGC). "w/o CFC" or "w/o CFO" denotes the
removal of the contextual facts collector (CFC) or
the contextual facts organizer (CFO), respectively.
The symbol △ represents the performance decrease
when removing a specific module compared to the
overall performance. Evaluations are conducted
based on two variants of the generator: one uti-
lizing small-model training (with T5-base as an
example), and the other relying on non-training
with a large model (with GPT3.5 as an example).

First, apply CFC and CFO to the trained gener-
ator. The experimental results are shown in Table

Ablation WN18RR ICEWS14 NELL-One
H@1 H@10 H@1 H@10 H@1 H@10

C-T5 0.610 0.714 0.645 0.821 0.240 0.500

w/o CFC 0.515 0.647 0.496 0.708 0.200 0.440
△ 9.5% 6.7% 14.9% 11.3% 4.0% 6.0%

w/o CFO 0.596 0.692 0.632 0.800 0.220 0.470
△ 1.4% 2.2% 1.4% 2.1% 2.0% 3.0%

Table 5: Application of ablation results on the trained
generator. C-T5 refers to the generator of COSIGN
utilizing the trained T5 model (Raffel et al., 2020).

5. For COSIGN as a whole, both are crucial. How-
ever, the cost of losing CFC is more significant
(Hit@1 decreases by 9.5% and 14.9% in WN18RR
and ICEWS14, respectively). Meanwhile, we ob-
serve that CFO performs better in NELL-One com-
pared to WN18RR and ICEWS14. This may be
attributed to the rich semantic information present
in WN18RR and ICEWS14, leading to the emer-
gence of some logical implications. Additionally,
the generator training process pays attention to use-
ful features, implying that the training process it-
self serves as a form of data organization. This
confirms why CFO’s performance contribution is
not as significant as CFC’s.

Ablation WN18RR ICEWS14 NELL-One
H@1 H@10 H@1 H@10 H@1 H@10

C-GPT 0.576 0.693 0.624 0.781 0.180 0.460

w/o CFC 0.262 0.387 0.354 0.413 0.100 0.280
△ 31.4% 30.6% 27.0% 36.8% 8.0% 18.0%

w/o CFO 0.437 0.495 0.488 0.579 0.130 0.350
△ 13.9% 19.8% 13.6% 20.2% 5.0% 11.0%

Table 6: Application of ablation results on the non-
trained generator. C-GPT refers to the generator of
COSIGN utilizing the non-trained GPT3.5 model.

Next, apply CFC and CFO to the non-trained
generator. The experimental results are shown
in Table 6. For COSIGN as a whole, both are
crucial. Without CFC, the generator cannot rely
on context for reasoning, resulting in a decrease
of 31.4% and 27.0% in Hit@1 on WN18RR and
ICEWS14, respectively. Removing CFO leads to
the generator relying solely on scattered contex-
tual facts generated by CFC, causing significant
performance fluctuations with a decline of 13.9%
and 13.6% in Hit@1 on WN18RR and ICEWS14,
respectively. Due to the lack of samples, the non-
trained generator struggles to form internal data
organizational logic. Therefore, the contribution
of the CFO is more pronounced on the non-trained
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generator compared to the trained generator.
The overall experiments indicate that the infer-

ence of the generator not only requires contextual
facts but also benefits significantly from logically
organized contextual facts.

5.4 Case Study

(a) A real-world case from ICEWS14 (TKGC).

(b) A real-world case from WN18RR (SKGC).

Figure 3: Cases of TKGC and SKGC, inferred through
organized contextual facts.

The real-world case studies in Figure 3 demon-
strate COSIGN’s information organization capa-
bility through two types of KGC. Taking TKGC
as an example, given a query (Citizen (Nigeria),
Make statement, ?, 2014-09-02), through the col-
lector, scattered contextual facts, i.e., facts lacking
strong internal logical connections, are obtained.
The reason for inference failure using it is that the
inference model may perceive Make statement and
Express intent to settle dispute as more similar,
leading to incorrect results, such as Court Judge
(Nigeria). When the organizer further refines the
scattered contextual facts into logically connected
contextual facts, the inference model gains a better
understanding that the key supporting point for the
background is Daily Trust, thereby enhancing the
performance of the inference model.

5.5 Model Analysis
We conducted a detailed analysis of the effective-
ness of COSIGN in terms of model component
performance, hyperparameter settings, and runtime
efficiency.

(a) Results of the collector.

(b) Results of the organizer. (c) Distillation effectiveness.

(d) Prefix constraints. (e) Beam search (ICEWS14).

Figure 4: The effects of COSIGN. "-PSA" indicates the
training method using positive-set confidence advantage,
while "-NLL" denotes the training method using typical
negative log-likelihood. "-PC" refers to the results gen-
erated using prefix constraints, while "-GD" denotes the
results generated directly.

Firstly, we chose two generative models, T5-
base and BART-base (Lewis et al., 2019), as well as
a classification model RoBERTa (Liu et al., 2019),
to validate the effectiveness of our proposed pos-
itive set confidence. The results are illustrated in
Figure 4(a). In comparison to typical training meth-
ods, our approach led to further improvements in
the performance of three models, especially achiev-
ing an average recall increase of 4% on ICEWS14.
Secondly, as indicated by Figure 4(b), in the ab-
sence of answer references, the distilled perfor-
mance of T5 surpasses that of GPT3.5 (Wang et al.,
2023). This improvement is attributed to the pow-
erful organizational capabilities through the distil-
lation process. Furthermore, based on Figure 4(c),
it was observed that achieving performance close
to optimal levels requires only about 40% of the
training data volume. Thirdly, experimental results
depicted in Figure 4(d) reveal that the inclusion of
prefix constraints leads to an average improvement
of 1.2%. Although the enhancement is modest, this
simple calculation successfully constrains the ra-
tionality of the outcomes. Finally, we observed a
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stable trend starting from a beam width of 40, as
illustrated in Figure 4(e).

6 Conclusion

In this paper, we propose a generative model, called
COSIGN, for various KGC tasks. Different from
previous methods, we do not directly use contex-
tual facts to guide the model to infer missing facts.
In contrast, we use the organizational ability of
the LLM to transform the collected scattered con-
textual facts into coherent contextual facts, and
use coherent contextual facts to guide the model
to infer missing facts. Specifically, we designed
a contextual facts collector to achieve human-like
retrieval behavior. Then, a contextual facts orga-
nizer is proposed to learn the organized capabilities
of LLMs through knowledge distillation. Finally,
the organized contextual facts as the input of the
inference generator to generate missing facts. Ex-
perimental results on five datasets for three types
of KGC tasks highlight its significant performance.

7 Limitations

While COSIGN effectively leverages contextual
facts to enhance the performance of the reasoning
model, it fundamentally relies on the richness of the
data. When the context in the data is too sparse, it
significantly impacts the model’s performance. An
ablation study conducted on the NELL-One dataset
(Section 5.2 Few-shot experiments) also indicates
that performance is greatly affected in situations of
semantic sparsity in the data. in fact, it may even
degrade fact verification performance. Addressing
this, in the future, we intend to rely more on data
that is both effective and covers a broader semantic
context, thereby mitigating the performance fluctu-
ations caused by semantic sparsity.

8 Ethics Statement

In this work, we aim to develop a contextual in-
formation retrieval system based on COSIGN, pro-
viding users with efficient and accurate retrieval
results, including support for retrieving knowl-
edge graphs of various types available on the in-
ternet. Our information retrieval system based on
COSIGN is designed to assist users in automati-
cally avoiding misleading information and mitigat-
ing risks associated with the propagation of misin-
formation. When COSIGN is misused for uncon-
ventional operations, it may lead to the widespread

exploitation and dissemination of information, po-
tentially causing social unrest. Given this con-
cern, the responsible development of information
retrieval systems is crucial to mitigate the risks of
information leakage and maintain the integrity of
information dissemination.
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A Inplementation Details of the COSGIN

We analyze the details of COSGIN in terms of
graph construction, hyperparameter settings, and
runtime efficiency.

A.1 Graph Construction
We use the networkx package (Hagberg et al.,
2008) for creating, manipulating, and storing
graphs, primarily involving the design of static
and temporal graph types. For static graphs, they
are inherently triple structures (si, rj , oi) ∈ F ,
thus easily recognized by networkx. However,
for temporal graphs, being quadruple structures
(si, rj , oi,mt) ∈ F , they cannot be directly loaded
by networkx. Therefore, we establish entity-
time pairs, combining entities with the occurrence
time to form a new representation, for example:
(si −mt, rj , oi −mt). Here, we introduce self-
connected edges r̂ to enable the interconnection
of information across different time points, for in-
stance: (si −mt, r̂, oi −m<t).

For the process of reverse inference, we achieve
reverse prediction of the model by constructing the
reverse relation r−1, i.e., based on

(
?, r−1, o,m

)
.

Each r−1 is an added extension of r in semantic
space, as detailed below:

r−1
i = ri + |R| , ri ∈ R (10)

To make it easier for the generative model to
distinguish between r−1

i and ri, we add a [by] tag
to ri as the mapping text for r−1

i , for example:
ri="Accuse", r−1

i = "[by] Accuse".

A.2 Hyperparameter setting
In our experiments, Throughout the entire training
process, the model is optimized using the ADAM
function. We set the learning parameters for the
contextual facts collector, the contextual facts or-
ganizer, and the contextual facts generator respec-
tively, to better adapt to the size and distribution of
the dataset.

In terms of contextual facts collector, we set
the epoch and batch size to {50, 64} respectively,
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Parameters WN18RR FB15K-237 ICEWS14 NELL-One
G

en
er

at
or

Epoch 60 60 60 60
Batch_Size 32 32 32 32

Learning_Rate 5e-4 2e-4 2e-4 5e-4
Input_Length 350 350 420 350

Output_Length 50 50 50 50

O
rg

an
iz

er

Epoch 30 30 30 30
Batch_Size 24 24 24 24

Learning_Rate 1e-3 1e-3 1e-3 1e-3
Input_Length 300 300 360 300

Output_Length 200 200 200 200

C
ol

le
ct

or

Epoch 50 50 50 50
Batch_Size 64 64 64 64

Learning_Rate 1e-3 2e-4 2e-4 1e-3
Input_Length 60 60 60 60

Output_Length 20 20 20 20

Table 7: The model parameters of each component in
COSIGN.

learning rate to {1e− 3, 2e− 4}, input and out-
put length to {60, 20} respectively. In terms of
contextual facts summarizer, we set the epoch and
batch size to {30, 24} respectively, learning rate to
1e− 3, input length to {300, 360}, output length to
200. In terms of contextual facts generator, we set
the epoch and batch size to {50, 64} respectively,
learning rate to {2e− 4, 5e− 4}, input length to
{350, 420}, output length to 50. The optimal con-
figurations for the collector, summarizer and the
generator are presented in Table 7.

We evaluated the impact of the margin value
λ on the performance of the contextual facts col-
lector, using recall as the evaluation metric, as
shown in Figure 5. Generally, as the margin value
λ increases, the model’s performance gradually im-
proves. However, when reaching a certain point,
the performance reaches its optimal level, or even
may decrease. We found that for relatively sparse
datasets WN18RR and NELL-One, larger margin
values are needed, set at 25 and 20 respectively.
This also indicates that their internal semantic dis-
tributions are not distinct, and further relaxing the
constraints of similarity can improve fault toler-
ance. For relatively dense datasets FB15K-237 and
ICEWS14, only smaller margin values (λ=15) are
required to achieve optimal performance for the
model, as their internal semantic distinctions are
relatively clear.

For the subgraph pruning threshold l, it directly
affects the results of the contextual facts collec-
tor. We use recall rate as the metric to evaluate the
optimal l, as shown in Figure 6. It’s noteworthy
that as l increases, the recall rate of correctly in-
cluded candidates in the subgraph also increases.
We observed that when l is set to 3, the recall rates

Figure 5: The effects of margin values.

Figure 6: The effects of sampling.

for all datasets exceed 80%, which is considered
sufficient for inference, and the memory resources
occupied are also acceptable (with the maximum
storage requirement for FB15K-237 being 782MB).
Although setting l to 4 leads to a further increase in
the recall rate, the corresponding storage resource
exhibits exponential growth, with a maximum oc-
cupation of 1728MB for FB15K-237. In order to
achieve an effective balance between recall rate and
storage resources, in actual experiments, we set l
to 3.

A.3 Runtime Efficiency Analysis

To test the efficiency of COSIGN, we con-
ducted experiments on the WN18RR, FB15K-237,
ICEWS14, and NELL-One datasets, as shown in
Figure 7. Due to the inherently higher computa-
tional cost of generative methods compared to con-
ventional models, it is not feasible to directly com-
pare their efficiency. Therefore, we only provide
comparative results with recent generative model
KG-S2S. While COSIGN has additional modules
for collecting and summarizing contextual infor-
mation compared to KG-S2S, surprisingly, its run-
time efficiency is not significantly different from
KG-S2S, with only a marginal increase in aver-
age runtime by 149ms. However, under the con-
dition of sacrificing acceptable runtime efficiency,
COSIGN’s hit@1 performance is on average im-
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Prompt Template WN18RR ICEWS14

1

Given the query (sq, rq, ?, mq) and answer (o), please help me summarize
the relevant information from the following context that can be used to infer
the answer.
The context you can refer to is: SCFs.

0.88 0.92

2
Given the query (sq, rq, ?, mq), please help me summarize the relevant
information from the following context.
The context you can refer to is: SCFs.

0.70 0.63

3

Your task is to summarize the information relevant to the answer from the
given context using concise and coherent language.
I have a question (sq, rq, ?, mq), an answer (o), and a series of contexts:
SCFs.

0.91 0.95

4

Your task is to summarize the information relevant to the question from the
given context using concise and coherent language.
I have a question (sq, rq, ?, mq), and a series of contexts: SCFs.

0.73 0.65

5

I have a question (sq, rq, ?, mq), an answer (o), and a series of contexts:
SCFs.
Please help me summarize the information relevant to the inference answer. 0.85 0.87

6
I have a question (sq, rq, ?, mq) and a series of contexts: SCFs.
Please help me summarize the information relevant to the question. 0.67 0.62

Table 8: Prompt template used in GPT3.5 distillation process. It is worth noting that SCFs are a series of context
facts. The best-performing prompt results are in bold.

Figure 7: The running average times of COSIGN.

proved by 7.18% compared to KG-S2S.

B LLM Prompt Design

During the distillation process, it is necessary to
elicit the internal logic of GPT3.5 through prompts.
Therefore, we designed different prompt templates
and evaluated their effectiveness on the WN18RR
and ICEWS14 datasets using the metric recall rate,
as shown in Table 8. For each dataset, we randomly
sample 500 test set examples for evaluation. We
divided each type of template into two groups, one
with answers and one without. Generally, adding
answers gives purpose to the information summa-
rization by GPT3.5, thus yielding better results. At
the same time, we found that providing explicit

tasks and constraints for GPT3.5 from the outset
(as in prompt templates 3 and 4) is useful because
such instructions clarify the user’s intent.

For the non-trained mode of the generator, we
designed a prompt to combine queries with context
and let GPT3.5 complete confidence scoring for
candidate entities, as shown below:

Given an incomplete tuple (s, r, [MASK], m),
now you will help me complete the entity [MASK]
and make the tuple complete.

I have a candidate entity set and a contextual
text available for your reference.

Candidate entity set: ES. Contextual text: CT.
Please output the confidence scores for each

candidate entity, which ranges from 0 to 1. The
output format should be: entity1:score1, en-
tity2:score2,...,entityn:scoren.

where ES represents the collection of all enti-
ties obtained through the contextual facts collector,
while CT denotes the results obtained from the
contextual facts organizer. When GPT3.5 outputs
confidence scores for each candidate entity, we sort
the candidates based on confidence scores and eval-
uate the results using MRR and Hit@n.
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