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Abstract

Standard extractive systems suffer from the
lack of gold training signals since existing
corpora solely provide document and human-
written summary pairs while disregarding ex-
tractive labels. As a result, existing methods
resort to imperfect pseudo-labels that are both
biased and error-prone, thereby hindering the
learning process of extractive models. In con-
trast, text generators which are commonly em-
ployed in abstractive summarization can effort-
lessly overcome this predicament on account
of flexible sequence-to-sequence architectures.
Motivated to bypass this inherent limitation,
we investigate the possibility of conducting
extractive summarization with text generators.
Through extensive experiments covering six
summarization benchmarks, we show that high-
quality extractive summaries can be assembled
via approximating the outputs (abstractive sum-
maries) of these generators. Moreover, we find
that the approximate summaries correlate posi-
tively with the auxiliary summaries (i.e. a bet-
ter generator enables the production of better
extractive summaries). Our results signify a
new paradigm for training extractive summariz-
ers i.e. learning with generation (abstractive)
objectives rather than extractive schemes.

1 Introduction

Text summarization, owing to its practical applica-
tion, has received increasing interest from the re-
search community (Nguyen and Luu, 2022, Kumar
and Chakkaravarthy, 2023). Current approaches
mainly follow two directions: extractive and ab-
stractive summarization (Yadav et al., 2022). While
abstractive methods skillfully paraphrase the pri-
mary contents, extractive ones are less inventive as
they seek to extract salient units (e.g. sentences)
without making any textual modification. Nonethe-
less, extractive methods effectively avoid hallucina-
tions and inconsistencies which commonly occur
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Source Article
Heat the broth to the boiling point. Add your
Worcestershire sauce to taste. Reduce the heat
and let it sit for 3 to 5 minutes. Alternatively,
you can sift flour directly into the gravy, but that
won’t taste as good.
Abstractive Summary
Heat the broth in a large saucepan over medium
heat. Sift the flour into the gravy.
Extractive Summary
Heat the broth to the boiling point. Alterna-
tively, you can sift flour directly into the gravy,
but that won’t taste as good.

Table 1: An example from the WikiHow dataset show-
casing an abstractive summary (BART) and an ex-
tractive summary (our method). Here the abstractive
summary hallucinates the information boiling point to
medium heat while the extractive summary preserves
this detail as there is no textual change.

in abstractive summaries (Ladhak et al., 2022). We
present an illustrative example in Table 1.

The training of abstractive models is rather
straightforward as they can fit arbitrary target se-
quences (Sutskever et al., 2014, Shi et al., 2021).
Meanwhile, extractive models suffer from the lack
of gold training labels since most existing datasets
only provide document and human-written sum-
mary pairs while disregarding extractive labels
(Nallapati et al., 2017). The annotation process
for manually obtaining these labels is also both
labor-intensive and hard to control (Cheng and La-
pata, 2016, Narayan et al., 2018b), further dimin-
ishing the presence of high-quality supervision. As
a result, training labels for extractive models have
often been secured via heuristic algorithms (Nal-
lapati et al., 2017, Zhou et al., 2018, Xu et al.,
2020, Zhang et al., 2023) which produce subopti-
mal alternatives (Zhang et al., 2018) and contain
labeling biases (Xing et al., 2021) that lead to un-
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derfitting (Narayan et al., 2018b) as well as the
error propagation phenomenon (Xu and Lapata,
2023). Attributable to these instigating problems,
research on acquiring better extractive labels has
always been an actively developed topic (Jia et al.,
2022, Xu and Lapata, 2023).

This gives rise to an intriguing research ques-
tion: Can we construct good extractive sum-
marization models that learn directly from the
ground truth summaries? Being able to learn
directly from the ground-truth summaries should
eliminate the reliance on imperfect labeling algo-
rithms which potentially introduce noise in the
training process and allow learned models to make
full use of available resources (summaries). How-
ever, deriving such a methodology is non-trivial
as extractive models need to produce extract out-
puts (Liu and Lapata, 2019) which are often sen-
tences or sub-sentential units (Zhou et al., 2020)
that originate from the source document. Mean-
while, ground truth summaries are often abstrac-
tively written snippets that do not conform to this
constraint and necessitate fine-grained token-level
output modelings which aren’t inherent in the de-
coder of extractive models (Cheng et al., 2023). In
contrast, these limitations can be seamlessly over-
come with abstractive models which are typically
based on flexible seq2seq architectures (Nallapati
et al., 2016). As summarization datasets are in-
herently extractive to a certain degree, abstractive
models trained on these sources likely exhibit un-
equivocal extractive behaviors (Song et al., 2020).
Previous works have characterized this property as
the faithfulness-abstractiveness tradeoff (Ladhak
et al., 2022) and opt to find a balance in extractivity
that does not hurt the performance of abstractive
models (Ge et al., 2023, Dixit et al., 2023). We hy-
pothesize, however, that this property can serve as
essential clues in transforming abstractive models
into compelling extractive ones that concomitantly
overcome the aforementioned gap. To decipher this
conjecture as well as answer the research question,
we propose to approximate the output summaries
of abstractive models with heuristic algorithms,
thereby deriving summaries of extractive formats.
With the aim of examining the quality of these ex-
tractive outputs, we conduct exhaustive evaluations
spanning six summarization benchmarks while tak-
ing into account state-of-the-art standard methods
on extractive summarization. To our surprise, the
evaluated models perform competitively, even out-

perform previous state-of-the-art methods across
a wide range of settings despite not undergoing
any (sentential) extractive training. Remarkably,
these results are achieved without setting any ex-
traction threshold which is unprecedented in tradi-
tional methods.

In summary, our contributions can be listed as
follows:

• We present Abstract2Extract (A2E), a method-
ology that transforms existing abstractive
models into powerful extractive epitomes by
taking advantage of their innate extractiveness
via heuristic algorithms, all the while not in-
curring additional training or inference cost.

• We demonstrate through experiments on a va-
riety of domains that A2E models exhibit ei-
ther superior or comparable performance to
previous state-of-the-art extractive methods
despite not undertaking any extractive super-
vision. In addition, A2E keeps track of both
abstractive and extractive summaries which
provides a straightforward unification of the
two paradigms.

2 Related Works

Abstractive Summarization Together with the in-
troduction of neural sequence-to-sequence learn-
ing (Sutskever et al., 2014), progress in the field
significantly skyrocketed (Nallapati et al., 2016,
Liu et al., 2022). To better guide the learning of
these models and avoid hallucination, many exist-
ing works attempt to explicitly control the content
selection process (Wang et al., 2020, Jiang et al.,
2021, Nguyen et al., 2021b, Ladhak et al., 2022).
Among different categories of guidance, extrac-
tive summarization and extractive labels have also
been adopted. For example, Liu and Lapata, 2019
trained a two-stage model where the base architec-
ture is sequentially fine-tuned on the extractive and
abstractive summarization tasks. Bao and Zhang,
2021 rewrote the whole extractive summaries con-
ditioned on the input documents. Similarly, Dou
et al., 2021 designed a framework incorporating
extractive guidance in abstractive models and ob-
served increased faithfulness.

Extractive Summarization Extraction summa-
rization has often been formulated as a sentence
ranking task, where the goal is to predict the impor-
tance score of each sentence and perform selection
accordingly (Gupta et al., 2014, Nallapati et al.,
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2017). Due to the lack of extractive labels, Nallap-
ati et al., 2017 employs a greedy approach to col-
lectively select a subset of sentences that maximize
the ROUGE (Lin, 2004) scores, whose strategy
is also re-used in follow-up works (Kedzie et al.,
2018, Zhong et al., 2019). This widely adopted ap-
proach, however, generates uncalibrated label sets
containing biases (Jia et al., 2022) that potentially
hurt the training of extractive models and further
cause underfitting (Dong et al., 2018). To tackle
this problem, Xu and Lapata, 2023 proposed to
integrate a pool of summary candidates to derive
fine-grained soft sentence labels. The approach
remains limited as these scores represent merely a
portion of an intractable hypothesis space and in-
evitably result in inferior approximators of the true
ground truth which still hinder models’ learning
capacities.

Concurrent to our work, Varab and Xu, 2023
proposed to employ the abstractive model BRIO
(Liu et al., 2022) as the scorer in guiding sum-
mary searches and achieved encouraging extractive
results. Their approach, however, relies on the
coordination property (i.e. the ability to properly
rank summary hypotheses) which isn’t inherent
in most abstractive systems, and significantly de-
grades when the underlying model does not possess
this characteristic. In contrast, we do not make any
assumption about the underlying abstractive model
and solely make use of the generated outputs as
pseudo-references in heuristic practices which fol-
lows a black-box manner with high flexibility. Dif-
ferent from theirs, our approach neither diverges
from the generation process of abstractive models
nor additionally incurs any inference cost and can
therefore seamlessly support the creation of dual
summaries (i.e. abstractive and extractive).

3 Abstract2Extract

3.1 From Generation to Extraction

Given an input document D, suppose that we have
access to a sequence-to-sequence abstractive sum-
marization model Mθ which imitates the condi-
tional likelihood Pθ(Y |D) =

∏t
i=1 Pθ(Yt|Y<t, D)

where Y represents the output summary. This
probability distribution is primarily learned via the
Maximum Likelihood Estimation (MLE) objective
(Rehman et al., 2023). At inference time, heuristic
decoding methods (e.g. beam decoding) are cus-
tomarily used to generate the output sequence Y
autoregressively (Kasai et al., 2022).

Denote YA = Mθ(D) as the abstractive sum-
mary generated from Mθ. We opt to find an alter-
native extractive summary YE conditioned on YA:
YE = argmaxYE∈H(D)Q(YE , YA) where H(D)

is the hypothesis space1 and Q(.) is the reference
metric.

This formulation allows the construction of ex-
tractive summaries conditioned on the directly
learned ground truth distribution Y while also tak-
ing advantage of useful fine-grained token-level
output information which is otherwise impractica-
ble in standard extractive paradigms. Accordingly,
we can also bypass the problem of error propaga-
tion/noisy signal caused by imperfect pseudo-labels
employed in extractive training.

3.2 Approximator

Since the pool of probable extractive candidates
is literally intractable making the argmax oper-
ation expensive, we adopt heuristic practices to
efficiently deduce good targets.

We delineate two groups of heuristics: summary
output - which produces summary-level (or set-
level) rankings and sentence output - which yields
sentence-level rankings. For the prior, we choose
the summary (or set) with the highest ranking as
the extractive summary. For the latter, we select
the top KS highest-ranked sentences to acquire the
extractive summary.

3.2.1 Summary Output
These algorithms explore the hypothesis space
H(D) and maintain the rankings of summaries
(or sets) found during the process based on Q(.).
We harness two classic algorithms that are highly
capable: greedy and beam search.

Greedy Search Starting from an empty selec-
tion set H = {}, at each step t, the algorithm
picks the locally highest quality sentence st =
argmaxst∈H′ Q(H ∪ st, YA) and perform update
H = H∪st, where H ′ = DS\H and DS is the set
of input sentences. The algorithm converges when
the quality of the selection set cannot be further im-
proved i.e. maxst∈H′ Q(H ∪ st, YA) ≤ Q(H,YA)
or additional constraints are met (e.g. maximum
search steps).

Beam Search Instead of keeping only the locally
best candidate H , beam search maintains a list of
KC best found sets {Hi}i=1..K . At each iteration,
it sequentially expands and prunes candidates in

1The set of all possible extractive summaries
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{Hi} based on Q. Similar to greedy search, the
algorithm converges if either no better candidate
gets discovered or extra restrictions are fulfilled.

3.2.2 Sentence Output
These algorithms are oriented to bring out rank-
ings of individual input sentences. We exploit two
scoring mechanisms: local and global.

Local Scorer For each sentence si ∈ DS in the
source document, we evaluate its affinity with the
auxiliary reference YA as ri = Q(si, YA), where Q
is the established criterion. The computed affinity
scores {ri} are then applied to determine sentence
rankings.

Global Scorer Inspired by Xu and Lapata, 2023,
we further incorporate summary-level information
into the scoring of sentences. In particular, we first
utilize beam search to retrieve a pool of KC high-
quality candidates {Hi}i=1..K . Afterward, we it-
erate through the list and for each sentence ski ap-
pearing in the candidate Hk, we update its affinity
score as ri = ri+Q(Hk, YA). To begin with, each
affinity score is initialized as ri = 0 and subse-
quently gets revamped according to its contribution
(presence) in forming high-quality summaries.

3.3 Criterion

Employed heuristics rely on the criterion Q, which
should encapsulate both relevance and concise-
ness in grading different sentences/summaries
with respect to the pseudo-reference YA. While
embedding-based criteria depend on latent features
from pre-trained language models and can there-
fore capture contextualized information, they are
computationally too demanding. In this work, we
exploit the de-facto metric ROUGE2 (Lin, 2004)
as the optimization criterion following past litera-
ture (Chen et al., 2021, Gu et al., 2022). To jus-
tify this decision, we measure the lexical overlap
between the abstractive summaries (PEGASUS)
and the source documents in terms of extractive n-
grams in Table 2. Overall, we observe high overlap
rates which signify the method’s feasibility.

4 Experiments

4.1 Settings

To examine our approaches, we conduct ex-
periments on six summarization datasets:
CNN/DailyMail (Nallapati et al., 2016) - a

2ROUGE only depends on lexical overlap and is therefore
significantly cheaper to compute.

CD XS RD WH PM MN
Uni. 94.46 73.95 89.75 88.59 82.00 94.39
Bi. 77.80 26.03 44.41 48.85 60.77 72.59

Table 2: Percentage of extractive (non-novel) n-grams
in PEGASUS’s summaries. CD, XS, RD, WH, PM and
MN stand for CNN/DailyMail, XSum, RedditTIFU,
WikiHow, PubMed and Multi-News, respectively.

news-story dataset from the CNN and Daily Mail
websites; XSum (Narayan et al., 2018a) - an
extreme summarization dataset from BBC; Reddit-
TIFU (Kim et al., 2019) - a social media dataset
from the TIFU subreddit; WikiHow (Koupaee and
Wang, 2018) - a knowledge-based dataset from the
WikiHow website; PubMed (Cohan et al., 2018)
- a medical dataset; Multi-News (Fabbri et al.,
2019) - a multi-document news summarization
dataset. 3

As underlying abstractive systems, we primarily
use the following four models: PEGASUS (Zhang
et al., 2020a) - a transformer model pre-trained
with gap-sentence objectives; BART (Lewis et al.,
2020) - a similar architecture pre-trained with de-
noising objectives; BRIO (Liu et al., 2022) - a
multi-task optimized model; PRIMERA (Xiao
et al., 2022) - a longformer encoder-decoder model
pre-trained with the pyramid framework. During
inference, we use beam decoding with hyperparam-
eters determined following respective papers4. To
guide heuristic algorithms, we use the ROUGE-1
F1 score in all experiments unless explicitly speci-
fied otherwise5.

4.2 Can abstractive summaries serve as good
pseudo-references ?

For the first experiment, we examine the quality of
the approximate summaries with respect to the ab-
stractive pseudo-references. In particular, we show
the results in Table 3. For evaluation, we use an
average of the three ROUGE scores i.e. ROUGE-1,
ROUGE-2 and ROUGE-L F1 scores. Column A,
E and ∆ each denotes scores of the abstractive, ap-
proximate extractive and the accompanying quality
loss during approximation. We additionally high-
light the highest score in each block (or lowest in
terms of loss).

On all datasets, we observe a consistent trend
that the superior the abstractive summary, the

3Full statistics in Appendix A
4Checkpoint details in Appendix B
5See Section C.0.3
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better the extractive summary. This indicates
that if we use a better abstractive model, we
can expect a higher-quality extractive summary.
Moreover, the finer the abstractive summary, the
higher the transfer loss. This indicates that high-
grade abstractive summaries pose increasing
difficulties in approximation. Besides, we ob-
serve that the transfer loss is typically inflated on
abstractive datasets such as XSum and WikiHow.
Meanwhile, on fairly extractive datasets such as
CNN/DailyMail or Multi-News, the approximate
extractive summaries are comparatively close in
quality compared to the auxiliary summaries. Ulti-
mately, we find that abstractive summaries can
serve as good pseudo-references, enabling extrac-
tion of non-trivial summaries on all datasets.

Dataset Model A↑ E↑ ∆↓

CNN/DailyMail
PEGASUS 33.08 32.88 0.2

BART 35.72 33.26 2.46
BRIO 38.99 35.31 3.68

XSum
PEGASUS 37.03 16.71 20.33

BART 35.16 16.60 18.56
BRIO 38.51 17.01 21.5

RedditTIFU
PEGASUS 21.50 16.65 4.85

BART 22.96 17.71 5.25

WikiHow
PEGASUS 34.35 24.71 9.65

BART 35.59 25.62 9.98

PubMed
PEGASUS 32.78 32.02 0.76

BART 33.54 32.59 0.95
PRIMERA 33.89 32.88 1.01

Multi-News
PEGASUS 36.57 35.16 1.41

BART 36.32 35.12 1.2
PRIMERA 38.65 36.73 1.92

Table 3: Abstractive and approximate extractive sum-
maries (greedy search).

4.3 Comparison between approximators

Dataset Model -SUMMARY- -SENTENCE-
GREEDY BEAM LOCAL GLOBAL

CNN/DailyMail
PEGASUS 32.88 32.96 30.53 31.20

BART 33.26 33.39 30.61 31.73
BRIO 35.31 35.55 31.86 33.77

XSum
PEGASUS 16.71 16.77 15.77 15.25

BART 16.60 16.64 15.64 15.15
BRIO 17.01 17.11 15.85 15.44

RedditTIFU
PEGASUS 16.65 16.69 16.41 16.47

BART 17.71 17.75 17.38 17.24

WikiHow
PEGASUS 24.71 24.74 23.46 23.93

BART 25.62 25.63 23.59 24.26

PubMed
PEGASUS 32.02 31.97 32.61 33.05

BART 32.59 32.55 32.68 33.15
PRIMERA 32.88 32.89 32.80 33.33

Multi-News
PEGASUS 35.16 35.10 33.68 35.23

BART 35.12 35.11 33.34 34.80
PRIMERA 36.73 36.75 34.02 36.14

Table 4: Comparison between heuristic algorithms

Next, we present a comprehensive comparison
of different algorithms. For sentence output heuris-
tics, we determine the optimal extraction threshold
based on grid search in the range [1..32] and se-
lect the top highest-scored sentences according to
this threshold. We report an average of the three
ROUGE variants6 in Table 4. We highlight the best
heuristic for each model, and underline the better
heuristic in each category. In most cases, summary
output heuristics produce the best summaries,
with beam search typically improves over greedy
search. For those with sentence output, we find
that the global scorer often achieves better results
than the local scorer. These observations show
that summary-wise (or set-wise) comparisons are
necessary to deduce good extractive summaries.
Drawing on this conclusion, we focus on summary
output heuristics for the rest of the paper.

4.4 Comparison with standard extractive
methods

Model R-1 R-2 R-L
ORACLE (upper bound) 58.67 32.26 53.96
Customized Extractive Methods
LEAD-3 (2020) 40.43 17.62 36.67
BERTSum (2019) 42.57 19.96 39.04
MatchSum (2020) 44.41 20.86 40.55
CoLo (2022) 44.58 21.25 40.65
SetSum (2023) 44.62 20.81 40.76
DiffuSum (2023) 44.83 22.56 40.56
Abstractive-driven Methods
BART - GenX Search (2023) 38.46 16.43 34.93
BRIO - GenX Search (2023) 43.57 20.55 40.01
PEGASUS - A2E Greedy 41.69 18.93 38.03
PEGASUS - A2E Beam 41.78 18.96 38.15
BART - A2E Greedy 42.03 19.26 38.5
BART - A2E Beam 42.00 19.32 38.67
BRIO - A2E Greedy 44.18 21.15 40.6
BRIO - A2E Beam 44.44 21.29 40.92

Table 5: Results on CNN/DailyMail.

We examine the quality of the obtained sum-
maries with respect to standard extractive systems.
For reference purposes only, we provide the ORA-
CLE results which involve executing greedy search
on the ground truth summaries, serving as the up-
per bound of all extractive systems. Next, we
specifically consider the strong baselines: LEAD-
k (extracting first k sentences), BERTSum (Liu
and Lapata, 2019) - a sentence-level summarizer
with BERT, MatchSum (Zhong et al., 2020) - a

6ROUGE-1, ROUGE-2 and ROUGE-L
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Model R-1 R-2 R-L
ORACLE (upper bound) 33.15 7.52 23.79
Customized Extractive Methods
BERTSum (2019) 22.86 4.48 17.16
MatchSum (2020) 24.86 4.66 18.41
CoLo (2022) 24.51 5.04 18.21
SetSum (2023) 24.80 4.59 18.52
DiffuSum (2023) 24.00 5.44 18.01
Abstractive-driven Methods
BRIO - GenX Search (2023) 17.90 2.79 13.36
PEGASUS - A2E Greedy 25.79* 5.23 19.10*
PEGASUS - A2E Beam 25.86* 5.21 19.23*
BART - A2E Greedy 25.61* 5.20 19.00*
BART - A2E Beam 25.65* 5.23 19.10*
BRIO - A2E Greedy 26.2* 5.39 19.44*
BRIO - A2E Beam 26.31* 5.37 19.64*

Table 6: Results on XSum.

Model R-1 R-2 R-L
ORACLE (upper bound) 38.41 11.92 29.8
Customized Extractive Methods
BERTSum (2019) 23.86 5.85 19.11
MatchSum (2020) 25.09 6.17 20.13
CoLo (2022) 25.06 5.90 19.52
SetSum (2023) 25.49 6.39 20.33
Abstractive-driven Methods
PEGASUS - A2E Greedy 24.57 5.72 19.66
PEGASUS - A2E Beam 24.63 5.68 19.75
BART - A2E Greedy 26.1 6.48 20.55
BART - A2E Beam 26.12 6.41 20.72

Table 7: Results on RedditTIFU.

Model R-1 R-2 R-L
ORACLE (upper bound) 45.39 13.93 41.76
Customized Extractive Methods
BERTSum (2019) 30.31 8.71 28.24
MatchSum (2020) 31.85 8.98 29.58
SetSum (2023) 31.66 8.72 29.36
Abstractive-driven Methods
PEGASUS - A2E Greedy 33.40* 9.72* 31.00*
PEGASUS - A2E Beam 33.44* 9.72* 31.07*
BART - A2E Greedy 34.65* 10.05* 32.12*
BART - A2E Beam 34.66* 10.01* 32.22*

Table 8: Results on WikiHow.

two-stage matching framework, CoLo (An et al.,
2022) - an one-stage re-ranking framework, Set-
Sum (Cheng et al., 2023) - a set prediction network,
DiffuSum (Zhang et al., 2023) - a transformer-
based denoising diffusion framework, MemSum
(Gu et al., 2022) - a highly customized model for
long extractive summarization. We also provide
comparisons with GenX (Varab and Xu, 2023) - a
concurrent work close to ours that also employs ab-
stractive model but relies on likelihood comparison

Model R-1 R-2 R-L
ORACLE (upper bound) 48.92 19.71 44.58
Customized Extractive Methods
BERTSum (2019) 41.05 14.88 36.57
MatchSum (2020) 41.21 14.91 36.75
SetSum (2023) 41.53 15.11 36.88
DiffuSum (2023) 41.40 15.55 37.48
CoLo (2022) 41.93 16.51 38.28
MemSum (2022) 43.08 16.71 38.30
Abstractive-driven Methods
PEGASUS - A2E Greedy 41.65 16.25 38.15
PEGASUS - A2E Beam 41.59 16.22 38.11
BART - A2E Greedy 42.37 16.54 38.85*
BART - A2E Beam 42.32 16.51 38.82*
PRIMERA - A2E Greedy 42.72 16.76 39.16*
PRIMERA - A2E Beam 42.71 16.77 39.18*

Table 9: Results on PubMed.

Model R-1 R-2 R-L
ORACLE (upper bound) 62.77 30.47 57.64
Customized Extractive Methods
BERTSum (2019) 45.80 16.42 41.53
MatchSum (2020) 46.20 16.51 41.89
SetSum (2023) 46.33 16.80 42.00
Abstractive-driven Methods
PEGASUS - A2E Greedy 45.99 17.4* 42.1
PEGASUS - A2E Beam 45.86 17.39* 42.05
BART - A2E Greedy 46.21 16.84 42.32*
BART - A2E Beam 46.17 16.84 42.32*
PRIMERA - A2E Greedy 47.71* 18.67* 43.81*
PRIMERA - A2E Beam 47.71* 18.69* 43.86*

Table 10: Results on Multi-News.

instead of pseudo-references. We compare these
standard methods with summary output heuristics.
In addition, we do not set any extraction thresh-
old for these heuristics (greedy and beam search)
i.e. the algorithms converge only when no better
candidates are found without extra constraints such
as a maximum number of extracted sentences or
search steps. Also, we use a default beam width of
4 unless specified otherwise7. For evaluation, we
report the ROUGE-1, ROUGE-2 and ROUGE-L
F1 scores achieved with each system. The results
are presented in Table 5, 6, 7, 8, 9 and 108.

On CNN/DailyMail, our methods coupled with
the BRIO model achieve results on par with state-
of-the-art models such as MatchSum and DiffuSum.
The PEGASUS/BART models also perform com-
parably to the BERTSum baseline. Noticeably,
the BRIO - A2E Beam model achieves the high-

7See Section C.0.4
8We embolden the highest value and use asterisk "*" to de-

note results that significantly improve over the best baseline as
measured via bootstrap testing with 95% confidence interval.
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est ROUGE-L score. Compared with GenX, we
also achieve consistently better scores. In addition,
when the underlying system is not coordinated, our
models do not significantly degrade, unlike GenX.
For example, when switching from BRIO to BART
whose summaries are of lower quality, we only suf-
fer a 2-point drop in ROUGE-1 compared to GenX
which degenerates by 5 ROUGE-1 points.

On XSum, our models consistently produce sum-
maries with higher quality than baseline methods,
especially in terms of ROUGE-1 and ROUGE-L.

On RedditTIFU and WikiHow, our models also
outperform existing systems. In particular, our
BART - A2E models surpass the best baseline Set-
Sum on RedditTIFU. On WikiHow, our advantages
are even more amplified, as all models improve 2 to
nearly 3 ROUGE-1 points over the state-of-the-art
model MatchSum with similar gains in ROUGE-2
and ROUGE-L.

On PubMed and Multi-News, we continually
set new state-of-the-arts with persistent advances.
On PubMed, our least competent models (PEGA-
SUS) perform better than most previous systems
while our best models (PRIMERA) outperform
the best baseline MemSum regarding ROUGE-2
and ROUGE-L. We also observe similar results on
Multi-News where our PEGASUS/BART models
exceed most baselines and our PRIMERA models
achieve absolute improvement over all methods.

Conclusively, we reach new state-of-the-arts in
extractive summarization despite not undergoing
customized training.

4.5 Evaluation with other metrics

We additionally report the results in terms of Sum-
maQA (Scialom et al., 2019) and BERTScore
(Zhang et al., 2020b). The prior is based on a
question answering framework whereas the latter
relies on greedy matching of contextualized embed-
dings. We repeat the comparisons with the Match-
Sum system. For generators, we use BRIO on
CNN/DailyMail & XSum, BART on RedditTIFU
& WikiHow and PRIMERA on PubMed & Multi-
News. As for heuristics, we simply use greedy
search. Dataset names are abbreviated9. We report
the results in Table 11 and 12. Aligning with the
previous section, we achieve consistently superior
results on all benchmarks.

9Abbreviation follows Table 2

CD XS RD WH PM MN
MatchSum 25.96 9.88 2.25 2.19 2.75 8.04
Our method 27.15 11.92 2.58 3.59 3.09 9.74

Table 11: Results in SummaQA scores.

CD XS RD WH PM MN
MatchSum 64.05 57.24 52.55 56.29 58.83 61.00
Our method 65.11 58.84 54.49 58.07 60.54 62.88

Table 12: Results in BERTScore scores.

4.6 Manual Evaluation

To examine whether the automated evaluations
align with human preferences, we further con-
duct a manual evaluation campaign. In particu-
lar, we randomly sampled 150 instances from the
CNN/DailyMall test set and included extracted
summaries from the MatchSum system and the
A2E Greedy - BRIO model (we avoided samples
where both extracted sentence sets are identical).
Following Cheng et al., 2023, we invited three vol-
unteers who are professional English speakers to
examine the summaries based on two criteria: in-
formativeness and coherence. System outputs were
presented in random order and no participant was
aware of the different systems beforehand. Each
participant then, given the source article and gold
reference, elected the summary which he/she pre-
ferred for each aspect separately. Each system then
received one point for every vote.

We present the average results (percentage) in
Table 13. It is clear that the summaries produced by
A2E were preferred more by humans on both cat-
egories. Moreover, we obtained these results with
substantial inter-annotator agreement as indicated
by Fleiss’ Kappa scores (Fleiss, 1971), which we
show in Table 14.

Informativeness Coherence
MatchSum 19.56 24.67
Our method 80.44 75.33

Table 13: Human evaluation results on CNN/DailyMall.

Informativeness Coherence
Fleiss’ Kappa 0.7034 0.6532

Table 14: Inter-Annotator Agreement.
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4.7 Analysis on Lead Bias

Traditionally extractive systems often exhibit spuri-
ous correlations with beginning sentence positions,
also known as lead bias, which emerges from an
imbalance in the distribution of information posi-
tioning (Grenander et al., 2019, Xing et al., 2021).
Compared to previous approaches, in our method,
the learning process is identical to abstractive gen-
eration and the model thus learns to actually gener-
ate summaries rather than simply extract sentences
which should supposedly lessen this spurious cor-
relation.

To verify this argument, we examine the posi-
tions of sentences extracted with our models and
the MatchSum system. In particular, we report the
percentage of sentences with relative positions be-
longing to each of the range 0−10%, 10−30% and
30− 100%. We experiment with CNN/DailyMall
- a dataset where lead bias is prevalent (See et al.,
2017), and report results in Table 15:

0− 10% 10− 30% 30− 100%

MatchSum 39.17 43.11 17.72
A2E Greedy - BRIO 31.19 37.57 31.24
A2E Greedy - BART 27.01 39.97 33.02

Table 15: Distribution of sentence positions in
CNN/DailyMall extractive summaries.

As we expected, A2E models suffer less from
lead bias. However, we find that the bias still
exists. Specifically, when we compared the sen-
tence positions of A2E models that were trained
in-domain on XSum - a dataset with weak lead
bias (Narayan et al., 2018a), versus cross-domain
from CNN/DailyMall, we observed higher rates of
extraction in the beginning parts for the latter. We
illustrate this in Table 16.

0− 10% (In) 0− 10% (Cross)
A2E Greedy - BRIO 8.11 25.75
A2E Greedy - BART 8.65 26.00

Table 16: Propagation of dataset bias on information po-
sitioning. Models were tested either in-domain or cross-
domain (from CNN/DailyMall) on the XSum dataset.

This means that completely eliminating lead bias
remains a non-trivial feat, which aligns with the
results from Xing et al., 2021.

4.8 Further Optimization

We next study whether exact optimization can yield
better extractive summaries (than heuristics). To

experiment with this direction, we sample 100 doc-
uments from the CNN/DailyMail test set, each con-
taining 9 sentences. We then compare the quality
of extractive summaries conditioned on the abstrac-
tive ones (BRIO) obtained through greedy search
and brute force10. We show the results in Table
17. Even though the gains are visible, the speed
trade-offs are enormous.

R-1 R-2 R-L Speed
Greedy 47.2 24.65 42.95 270.6 (iter/s)

Brute Force 47.58 24.91 43.43 4.6 (iter/s)

Table 17: Results with greedy search and brute force on
CNN/DailyMall.

4.9 Cross-domain generalization

Although abstractive models are known to pos-
sess certain generalization capabilities (Chen et al.,
2020), whether our approaches can leverage these
properties remains a puzzle. To elucidate this mat-
ter, we employ a BRIO model fine-tuned on the
CNN/DailyMail dataset and conduct cross-dataset
inference on three benchmarks with distinct prop-
erties: XSum, RedditTIFU and WikiHow. We
also compare with standard systems such as BERT-
Sum, MatchSum and additionally include results
for GenX. As Xu and Lapata, 2023 use ROUGE-L
when reporting performances of standard systems,
we also report ROUGE-L scores for our models ac-
cordingly. We show the results in Table 18. It can
be inferred that not only can our models generalize
across domains but we also achieve massive im-
provements especially when testing on non-news
domain such as RedditTIFU and WikiHow.

Model XS RD WH
Customized Extractive Methods
BERTSum (2019, 2023) 15.62 17.06 25.39
MatchSum (2020, 2023) 15.75 17.82 25.1
Abstractive-driven Methods
BRIO - GenX Search (2023) 15.92 - -
BRIO - A2E Greedy 15.96 19.25* 27.02*
BRIO - A2E Beam 16.00 19.51* 27.06*

Table 18: Results for cross-domain summarization
(ROUGE-L). Models are trained on the CNN/DailyMail
dataset.

10Equivalent to conducting the argmax operation in Sec-
tion 3.1
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4.10 Faithfulness

In Section 4.2, we observed that the extractive sum-
maries yielded lower ROUGE scores than their
abstractive counterparts. However, are extractive
summaries actually inferior ? We re-evaluate the
two types of summaries from a distinct but impor-
tant aspect - faithfulness. In particular, we collect
the PEGASUS model’s summaries along with the
extractive ones obtained via greedy search and feed
them through SummaC-Conv (Laban et al., 2022) -
a strong factuality metric. We report the results in
Table 19. As we can see, the extractive summaries
are far more faithful than the abstractive ones, mak-
ing them more reliable in real world deployment.
Nevertheless, our methods always keep track of
the extractive summaries along with the abstractive
ones which allows the end users to freely choose
whichever kind that suits their needs.

CD XS RD WH PM MN
Abstractive 51.96 24.97 28.32 68.02 47.21 62.12
Our method 90.82 90.19 91.25 88.87 86.9 91.52

Table 19: Faithfulness evaluation with abstractive sum-
maries (PEGASUS) and extractive summaries (our
method).

4.11 Application in hallucination detection

Unlike extractive systems, abstractive ones are
more prone to factual errors (Cao et al., 2022). To-
wards mitigating this phenomenon, hallucination
detection models have been developed aiming to
automatically detect these errors, often via com-
parison between the produced summary and the
source document (Goyal and Durrett, 2021, Fab-
bri et al., 2022). However, not all information
present in the source document is relevant, and
thus effective, in detecting factual errors. There-
fore, instead of conducting comparison with the
whole document, only using a subset of the most
relevant parts can possibly help in improving the
performance of these systems. Accordingly, we
conduct trial experiments on the AggreFact-CNN
and AggreFact-XSum datasets (Tang et al., 2023),
focusing on the FTSOTA split as advised in the
original paper. These datasets come with prepared
outputs of abstractive systems and the correspond-
ing source articles. For each sample, similar to
previous experiments, we apply summary output
heuristics to obtain the extractive summaries and
then conduct hallucination detection conditioned
on these summaries along with the abstractive ones.

We choose SummaC-ZS (Laban et al., 2022) as
the underlying detector - a zero-shot method that’s
sensitive to outliers and extrema. For evaluation,
we use balanced accuracy and AUC scores. Simi-
lar to Tang et al., 2023, we choose the prediction
threshold based on validation performance. The
results are presented in Table 20 and 21. Generally,
we obtain promising improvement on both datasets.
On the CNN split, the AUC scores significantly
improve upon the original model, whereas on the
XSum split, we observe consistent gains on both
metrics. These results show that our methods can
also help develop better hallucination detectors.

AggreFact-CNN
Acc. AUC

SummaC-ZS 64.01 0.6421
SummaC-ZS + A2E Greedy 63.88 0.6728
SummaC-ZS + A2E Beam (k=2) 64.55 0.6688
SummaC-ZS + A2E Beam (k=4) 63.88 0.6687

Table 20: Results for hallucination detection on
AggreFact-CNN (FTSOTA).

AggreFact-XSum
Acc. AUC

SummaC-ZS 56.35 0.5228
SummaC-ZS + A2E Greedy 57.21 0.5287
SummaC-ZS + A2E Beam (k=2) 57.58 0.5293
SummaC-ZS + A2E Beam (k=4) 58.27 0.5402

Table 21: Results for hallucination detection on
AggreFact-XSum (FTSOTA).

5 Conclusion

In this work, we explore the use of existing ab-
stractive models for extractive summarization. We
make no assumption on the underlying abstractive
models and follow a black-box approach. Utilising
abstractive summaries, we show that state-of-the-
art extractive summaries can be achieved without
extractive training. To validate the method’s ef-
fectiveness, we conduct extensive experiments on
six datasets and provide comparison with existing
methods, where our models demonstrate either su-
perior or comparable performance.

Limitations

Our works build on top of text generators (or ab-
stractive summarizers) and thus the effectiveness
of the whole pipeline also depends on these models.
As we have illustrated in the experiments, a worse
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generator will produce auxiliary summaries with
lower qualities which negatively affect the approx-
imate summaries. Hence, adapting the methods
to situations where generation models struggle to
maintain peak performance (e.g. zero-shot cross-
lingual (Vu et al., 2022), dialectal scenarios (Ziems
et al., 2023, Le and Luu, 2023) and continual learn-
ing (Qin et al., 2023, Zhang et al., 2022, Nguyen
et al., 2023)) is a worth-exploring direction. In ad-
dition, since we center on extractive summarization,
the end summaries also inherit intrinsic limitations
(e.g. lack of expressiveness, possible coreference
issues). Nevertheless, as the pipeline seamlessly
enables creation of dual summaries (i.e. abstractive
and extractive), prospective future works can take
advantage of this property to efficiently overcome
these restrictions. For example, an end user might
want an expressive summary (e.g. entertainment
purposes) and accordingly choose the abstractive
summary instead of the extractive one - which our
method supports out of the box. Alternatively, an-
other user might prioritize reliability (e.g. medical
domains) and thus opts for the extractive summary.
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A Dataset Statistics

Statistics of the used datasets can be found in Table
22.

The data files for CNN/DailyMall11 (Nallapati
et al., 2016), XSum12 (Narayan et al., 2018a) and
Multi-News13 (Fabbri et al., 2019) are available
in Hugging Face (Lhoest et al., 2021). WikiHow
(Koupaee and Wang, 2018) can be obtained via fol-
lowing instructions in the authors’ repository14. For
RedditTIFU (Kim et al., 2019) where there is no
official split, we adopt the partitions used by Zhong
et al., 2020. For PubMed (Cohan et al., 2018), we
use the truncated version similar to Zhong et al.,
2020 and follow-up works (An et al., 2022, Zhang
et al., 2023, Cheng et al., 2023). The data files for
these two datasets can be retrieved from the repos-
itory of Zhong et al., 202015. For sentence seg-
mentation, we utilize the Trankit package (Nguyen
et al., 2021a).

CNN/DailyMail (Nallapati et al., 2016), XSum
(Narayan et al., 2018a) and RedditTIFU (Kim et al.,
2019) are available under the MIT license. Wiki-
How (Koupaee and Wang, 2018) and PubMed (Co-
han et al., 2018) are released under the Creative
Commons License (CC-BY-NC-SA). Multi-News
(Fabbri et al., 2019) is provided under a Dataset
Usage Agreement with LILY LAB16.

B Implementation Details

All experiments were implemented with the Py-
Torch framework (Paszke et al., 2019) and the
Transformers library (Wolf et al., 2019). For
ROUGE calculation, we use the package rouge-
score17 following Gu et al., 2022. For BERTScore,
we use the microsoft/deberta-large-mnli model as
advised by the authors18.

Our works build on text generation models and
we re-use pre-trained checkpoints whenever pos-
sible. Specifically, the details are shown in Table

11https://huggingface.co/datasets/cnn_
dailymail

12https://huggingface.co/datasets/
EdinburghNLP/xsum

13https://huggingface.co/datasets/
multi_news

14https://github.com/mahnazkoupaee/
WikiHow-Dataset

15https://github.com/maszhongming/
MatchSum

16https://github.com/Alex-Fabbri/
Multi-News/blob/master/LICENSE.txt

17https://pypi.org/project/rouge-score
18https://github.com/Tiiiger/bert_score

23. The asterisk symbol "*" implies that we fine-
tune from the corresponding raw checkpoint. In
particular, we use a learning rate of 1e − 5 with
AdamW (Loshchilov and Hutter, 2017) optimizer
and a linear decay scheduler. Every model was
trained with the MLE objective for a maximum of
300K steps on an A100 GPU and the checkpoint
with the lowest validation loss was selected for in-
ference. We also include the thresholds used in
experiments with sentence output heuristics (#Ext-
Local and #Ext-Global). Additionally, the hyperpa-
rameters for generation are presented in Table 24.
No tri-grams could appear more than once during
the generation process.

C Additional Ablations & Analyses
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Figure 1: Length Distribution (#Sentences) - PEGASUS
- A2E Greedy

We examine the length distribution of A2E mod-
els when conditioned on PEGASUS’s summaries
versus ground truth summaries. We present the
histograms in Figure 1. It can be inferred that for
the same dataset, the optimal extraction threshold
differs per sample basis as indicated by the ground
truth A2E outputs. Compared with the ground truth
summaries, auxiliary summaries also provide good
supervision imitating this property, as we can easily
observe the two distributions closely resemble each
other. As a result, heuristics with flexible extraction
threshold (summary output) would gain advantages
over fixed counterparts (sentence output).
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Dataset Source Type Train Val Test #Tokens (doc) #Tokens (sum)
CNN/DailyMail News SDS 286,010 13,295 11,490 861.5 62.5

XSum News SDS 203,509 11,296 11,334 469.0 26.1
RedditTIFU Social Media SDS 41,675 645 645 470.4 25.1

WikiHow Knowledge Base SDS 168,127 6,000 6,000 634.9 74.7
PubMed Scientific Paper SDS 83,233 4,676 5,025 561.0 260.7

Multi-News News MDS 44,972 5,622 5,622 921.9 277.8

Table 22: Dataset Statistics. Average sequence length was computed with BART’s tokenizer.

Dataset Model Pre-trained #Ext-Local #Ext-Global
CNN/DailyMail PEGASUS google/pegasus-cnn_dailymail 3 4

BART facebook/bart-large-cnn 3 4
BRIO Yale-LILY/brio-cnndm-cased 3 3

XSum PEGASUS google/pegasus-xsum 2 3
BART facebook/bart-large-xsum 2 3
BRIO Yale-LILY/brio-xsum-cased 2 3

RedditTIFU PEGASUS* google/pegasus-large 2 3
BART* facebook/bart-large 2 3

WikiHow PEGASUS* google/pegasus-large 3 5
BART* facebook/bart-large 3 5

PubMed PEGASUS* google/pegasus-large 7 8
BART* facebook/bart-large 7 8

PRIMERA* allenai/PRIMERA 7 8
Multi-News PEGASUS google/pegasus-multi_news 8 13

BART* facebook/bart-large 8 12
PRIMERA allenai/PRIMERA-multinews 8 12

Table 23: Pre-trained Models and Extraction Threshold (Sentence Output). Asterisk symbol "*" indicates that we
fine-tuned from the corresponding raw checkpoint.

Dataset Model Beam Size Min Length Max Length Length Penalty
CNN/DailyMail PEGASUS 3 56 142 0.8

BART 2 56 142 0.8
BRIO 128 56 142 0.8

XSum PEGASUS 6 11 62 0.6
BART 6 11 62 0.6
BRIO 64 11 62 0.6

RedditTIFU PEGASUS 1 - 128 0.6
BART 1 - 128 0.6

WikiHow PEGASUS 8 - 256 0.6
BART 4 - 256 0.6

PubMed PEGASUS 3 - 512 0.8
BART 3 - 512 0.8

PRIMERA 3 - 512 0.8
Multi-News PEGASUS 8 32 256 0.8

BART 2 32 256 0.8
PRIMERA 5 - 1024 1.0

Table 24: Generation hyperparameters.
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Figure 2: A2E with constrained length (Summary Out-
put) and fixed threshold (Sentence Output)

C.0.2 Optimization with constrained length
To further study the effect of extraction threshold,
we additionally apply summary size constraint on
summary output heuristics while comparing them
with sentence output heuristics with the according
fixed thresholds. We show the results reported in
average ROUGE scores19 in Figure 2 with PEGA-
SUS as the base generator. Apparently, summary
output heuristics (i.e. greedy and beam) do not
degenerate with excessive thresholds and typically
discover better candidates compared to sentence
output counterparts (local and global).

C.0.3 Criteria
To study the effect of different criteria, we
re-execute greedy search with three evaluators:
ROUGE-1, ROUGE-2 and sum of the two ROUGE-
1220. We show the results in Table 25. The results
are measured in an average of ROUGE scores21. In
most scenarios, we observe that using ROUGE-1
leads to better results than related criteria.

C.0.4 Beam width
To explore the effect of different beam widths, we
repeat the experiments with beam search while
accounting for different beam values. The results
are measured in an average of ROUGE scores22

and presented in Table 26. Note that a beam size of
1 means the algorithm falls back to greedy search.

19ROUGE-1, ROUGE-2 and ROUGE-L
20These criteria are abbreviated as R-1, R-2 and R-12
21ROUGE-1, ROUGE-2 and ROUGE-L
22ROUGE-1, ROUGE-2 and ROUGE-L

Dataset Model R-1 R-2 R-12

CNN/DailyMail
PEGASUS 32.88 32.38 32.75

BART 33.26 32.89 33.19
BRIO 35.31 35.29 35.47

XSum
PEGASUS 16.71 15.59 16.68

BART 16.60 15.53 16.54
BRIO 17.01 15.82 17.00

RedditTIFU
PEGASUS 16.65 15.94 16.62

BART 17.71 16.65 17.44

WikiHow
PEGASUS 24.71 23.33 24.54

BART 25.62 24.36 25.56

PubMed
PEGASUS 32.02 29.62 31.31

BART 32.59 30.11 31.94
PRIMERA 32.88 30.75 32.38

Multi-News
PEGASUS 35.16 33.05 34.43

BART 35.12 33.44 34.55
PRIMERA 36.73 35.43 36.34

Table 25: Comparison between different criteria

Dataset Model 1 4 8 16

CNN/DailyMail
PEGASUS 32.88 32.96 32.96 32.97

BART 33.26 33.39 33.39 33.39
BRIO 35.31 35.55 35.58 35.58

XSum
PEGASUS 16.71 16.77 16.77 16.77

BART 16.60 16.64 16.64 16.64
BRIO 17.01 17.11 17.11 17.11

RedditTIFU
PEGASUS 16.65 16.69 16.67 16.67

BART 17.71 17.75 17.72 17.74

WikiHow
PEGASUS 24.71 24.74 24.76 24.74

BART 25.62 25.63 25.64 25.64

PubMed
PEGASUS 32.02 31.97 31.97 31.97

BART 32.59 32.55 32.56 32.56
PRIMERA 32.88 32.89 32.89 32.88

Multi-News
PEGASUS 35.16 35.10 35.08 35.06

BART 35.12 35.11 35.09 35.09
PRIMERA 36.73 36.75 36.75 36.75

Table 26: Effect of different beam widths

For most cases, we observe that a beam size of
4 achieves good results and higher values do not
significantly improve over it.

C.0.5 Inference with Large Language Model

Recent advances on large language models (LLMs)
have unraveled emergent abilities (Schaeffer et al.,
2023) that facilitate promising improvements in
abstractive summarization (Zhang et al., 2024).
To examine whether A2E can take advantage of
these LLMs for extractive summarization, we re-
used and experimented with the corpus released
by Zhang et al., 2024 which contains summaries
generated by the InstructGPT davinci v2 model
(Ouyang et al., 2022) in zero- and few-shot (k = 5)
in-context settings for 100 random samples in the
CNN/DailyMall and XSum test sets. We present
the details in Table 27 and 28. Under automatic
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evaluation, we find that A2E closely approaches
the abstractive summaries in CNN/DailyMall
and achieves reasonable performance in XSum.
The summaries from A2E sometimes even achieve
higher scores than the abstractive counterparts, e.g.,
the zero-shot results in CNN/DailyMall.

R-1 R-2 R-L BERTScore
Abstractive (Zero-shot) 37.05 13.72 34.42 62.03
Abstractive (Few-shot) 40.31 16.41 36.78 63.97

A2E Greedy (Zero-shot) 37.92 15.14 34.73 62.10
A2E Greedy (Few-shot) 39.61 16.81 35.78 62.98

Table 27: Zero-shot results with the InstructGPT davinci
v2 model on CNN/DailyMall.

R-1 R-2 R-L BERTScore
Abstractive (Zero-shot) 28.41 6.99 20.22 63.60
Abstractive (Few-shot) 34.87 12.97 26.37 67.84

A2E Greedy (Zero-shot) 21.04 3.50 16.40 56.65
A2E Greedy (Few-shot) 22.76 4.01 17.36 57.69

Table 28: Zero-shot results with the InstructGPT davinci
v2 model on Xsum.
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