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Abstract

Large language models (LLMs) have revolu-
tionized the landscape of Natural Language
Processing, but are computationally expensive.
To reduce the cost without sacrificing perfor-
mance, previous studies have explored various
approaches to harness the potential of Small
Language Models (SLMs) as cost-effective al-
ternatives to their larger counterparts. Driven
by findings that SLMs and LLMs exhibit com-
plementary strengths in a structured knowl-
edge extraction task, this work presents a novel
SLM/LLM routing framework designed to im-
prove computational efficiency and enhance
task performance. In dialogue state track-
ing tasks, the proposed routing framework en-
hances performance substantially compared to
relying solely on LLMs, while reducing the
computational costs by over 50%.

1 Introduction

Large Language Models (LLMs) have become ver-
satile tools capable of tackling a wide range of
tasks with only a few training examples. How-
ever, their expanding sizes have brought escalating
computational demands. In contrast, more effi-
cient Small Language Models (SLMs) often re-
quire a substantial amount of fine-tuning data to
become truly effective. This work addresses scenar-
ios where only limited task-specific data is avail-
able, making fine-tuned SLMs less dependable.
Our objective is to develop a routing framework
that orchestrates SLMs and LLMs, enhancing task
performance while reducing computational costs.
Task-oriented dialogue is crucial for efficient
human-computer interaction, enabling systems to
understand and assist with specific tasks like book-
ing flights or scheduling meetings. Task-oriented
dialogues involving structured data typically rely
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on Dialogue State Tracking (DST), where user in-
tent is extracted from the dialogue history between
a user and the agent in the form of slot values asso-
ciated with a predefined schema. Fine-tuned SLMs
have been used in DST for a few years, includ-
ing both autoregressive LMs (Ham et al., 2020;
Hosseini-Asl et al., 2020; Peng et al., 2020) and
sequence-to-sequence LMs (Lee et al., 2021; Su
et al., 2022; Bang et al., 2023; Imrattanatrai and
Fukuda, 2023; Wang et al., 2023). LLMs have been
used for few-shot in-context learning in DST (Xie
et al., 2022; Hudecek and Dusek, 2023; Hu et al.,
2022; King and Flanigan, 2023a) where LLMs are
prompted with human-authored task descriptions
or in-context exemplars. In our work, we seek to
take advantage of the effectiveness of LLMs with a
small amount of training data but reduce the cost.

Strategies that leverage both SLMs and LLMs
have been developed to mitigate the computational
demands of LLMs. Cascade-based approaches di-
rect a query to an LLM when it cannot be resolved
by an SLM (Chen et al., 2023; Madaan et al., 2023).
These approaches introduce latency and computa-
tional redundancy since they consistently query
SLMs. Other approaches use binary classifiers to
predict the most appropriate LM to utilize (Kag
et al., 2022: Sakota et al., 2023). A limitation of
the classifier-based approaches is the necessity for
retraining when introducing new models.

In this work, we propose a dynamic rout-
ing framework, OrchestraLLM (illustrated in Fig-
ure 1), that leverages small (fine-tuned) and large
LM experts. Hypothesizing that examples with
similar semantic embeddings are of the same diffi-
culty level, we select an appropriate expert based
on embedding distances between the testing in-
stance and instances in expert pools. The expert
pools contain examples representing the types of
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dialogue contexts where the different LMs provide
more reliable answers. After retrieving the top k
nearest examples, an expert is selected based on the
majority vote. Unlike cascade-based and classifier-
based approaches, the proposed framework elim-
inates the need for router training, though hand-
labeled data is needed for creating the expert pools.
In addition, the retriever can be fine-tuned with
target task labels or expert information to achieve
more efficient and accurate routing.

In summary, the key contribution of this work
is the introduction of a novel switching model
designed to reduce the computational costs asso-
ciated with LLMs while simultaneously enhanc-
ing performance. Experimental results on two
different multi-domain DST benchmarks (Multi-
WOZ (Budzianowski et al., 2018; Ye et al., 2022)
and SGD (Rastogi et al., 2020)) demonstrate that
OrchestralLM capitalizes on the proficiencies of
different experts, outperforming LLM systems
while also achieving a substantial reduction of over
50% in computational costs.

2 Dialogue State Tracking

In this work, we focus on combining general-
purpose LLMs and task-specific SLMs to achieve
better efficiency for dialogue state tracking (DST).
In the following, we first provide the necessary task
setups and then detail the two representative DST
models using LL.Ms and SLMs respectively.

A task-oriented dialogue (TOD) consists of a
sequence of exchanges between two parties, each
of which is initialized by the user and followed
by a response from the system. Here, we denote
each exchange as a turn leading to a sequence,
Uy, Ay, ...,Up, A7, where U; and A; represent the
user utterance and the system response, respec-
tively. For the {-th turn, the user provides a new
utterance Uy, and the system agent responds with
utterance A;. At turn ¢, the corresponding dialogue
context is Cy = {Uy, A1, ..., Ay—1, U}, which
excludes the latest system response A;. The goal
of DST is to extract task-relevant information as
structured representations (dialogue states) from
user-system utterances so that the user requests
can be fulfilled accordingly. To facilitate this, there
is typically a task-specific schema provided. In a
multi-domain scenario considered in this paper, the
schema contains M domains D = {d1,...,dy}

and N slots S = {s1,...,sn} to track. DST;,
the dialogue state at turn ¢, defines the current map-
pings from pairs of (d,,, s,) into a value v based
on dialogue context C;. Specifically,

DST; = {(dm, n, V) |vf; # null},

only containing the non-null slots accumulated so
far. Instead of directly predicting the entire dia-
logue state from scratch, we build dialogue state
predictions based on the turn-level belief (TLB) as
done by Hu et al. (2022), which allows a more flex-
ible combination of LLMs and SLMs. At turn ¢,
the DST model only predicts T'L B, where new ex-
pressed slots or slots with updated values are used
to get the latest D ST} via aggregating all previous
TLBs.!

In the literature, task-specific SLM-based DST
models are typically fine-tuned with full-parameter
updates while DST models using LLMs are real-
ized via few-shot in-context learning. We discuss
the two different DST models considered below.

LLM DST. IC-DST (Hu et al., 2022) is an in-
context learning (ICL) framework that enables few-
shot DST with LLMs. The prediction is the change
in each turn pair instead of the accumulated dia-
logue states. To obtain the accumulated dialogue
states, the turn changes are aggregated across turns.
Dialogue states of previous turns are used as a sum-
mary of the context history and it allows to fit in
more exemplars which is crucial for ICL perfor-
mance. Concretely, given the schema table, K in-
context exemplars, dialogue states of the previous
turn, and the input instance (most recent agent-user
utterance pair), the LLM outputs

TLBt = LLM(Tu E12K> DSTt—l) At—17 Ut) (1)

where T is the schema table for all domains, E}, are
examples of pairs of turn changes and associated
outputs.

SLM DST. Here, we develop a prompt-based
DST model (denoted as Prompt-DST) with SLM
(T5 (Raffel et al., 2020)). The input of Prompt-DST
is similar to IC-DST, except that the in-context
exemplars are excluded. Specifically, given the

'We replace previous values with updated ones for slots
present in prior TLBs.
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schema prompt-augmented input, the model out-
puts

TLB; = SLM(T, DST,_1, A1, U3).  (2)

Here, the model is trained using the learning ob-
jective by maximizing the log-likelihood of slot
values v;(d,y, s,,) for the current TLB, i.e.,

max log P(TLB|T, DST;—1, Ay—1,U;).  (3)

During inference, a greedy decoding procedure is
directly applied, i.e., only the most likely token in
the given model vocabulary is predicted at each
decoding step.

3 Routing Approach

Here, we present our approach for routing with
OrchestralLLM applied to the DST task. The over-
all framework is illustrated in Figure 1. We denote
different DST models as experts. Given a new
input instance (the triplet (DSTi_1, Ai—1,Uy)),
OrchestralLLM first computes its semantic embed-
ding, compares it with exemplar embeddings of
triplets from each expert pool using a cosine dis-
tance, and retrieves the top-K exemplars. The
router assigns the input to an expert based on ma-
jority vote. While our approach draws inspiration
from the work of Jang et al. (2023), it is impor-
tant to note that their approach primarily focuses
on optimizing task performance in zero-shot task
transfer scenarios, whereas our emphasis lies in
improving computational efficiency within the few-
shot learning settings.

3.1 Expert Pool Construction

For each dialogue in a small held-out set, the SLM
and LLM experts are used to predict the TLB at
each user turn (7'L B;) individually. If both experts
correctly predict the TLB, the instance triplet is
included in the SLM pool. When only one expert
correctly predicts the TLB, the instance is assigned
to that expert’s pool. Instances that are not cor-
rectly predicted are not used in either pool.

3.2 Triplet Representation Learning

Similar to recent work on dense retrieval
(Karpukhin et al., 2020), the retriever uses a bi-
encoder architecture, which encodes dialogues
with labels and predictions into embedding space.

Throughout the work, SenBERT (Reimers and
Gurevych, 2019) is used as the backbone embed-
ding model. The bi-encoder is fine-tuned using
a small set of dialogues, the same as that used to
construct the expert pools. We use a contrastive
loss such that the similarity between a positive ex-
ample pair is high and the similarity between a
negative example pair is low. Three different meth-
ods for constructing positive and negative pairs
are explored: task-aware, expert-aware, and their
combination.

Task-Aware Supervision identifies positive and
negative instance pairs for training by first comput-
ing pairwise similarity for each sample in the hold-
out set. Then, the [ highest and lowest scoring pairs
are used as positive and negative examples, respec-
tively. The similarity function leverages the gold
annotations of the hold-out set dialogues. Given
two instances, a and b, the similarity is a weighted
combination of the slot-value similarity of the pre-
vious state (DST) and the current TLB:

1. .
§SZmDST + SimrLp.

Let TLB, = {(s],v]),---,(s5,,vE)} be the
TLB of instance x. Following Hu et al. (2022),
the slot-value pair similarity is

Fyot-value = F({(Sclbv 7}%), Ty (ng U;Ln)}a

bo,b b o,b
{(817 Ul)? R (Sm Un)})
and the slot similarity is

Fslot = F({S%v Tt 7S?n}7 {8?7 e 782})'

where F’ is the standard definition of F1 score i.e.,
F = %, in which P is precision, and R is recall.
The similarity score between T' LB, and T'L By, is

Sim(TLBm TLBb) = Fslot-value + Fslot -1

The context history similarity Sim pgr is defined
in the same way.

Expert-Aware Supervision first groups in-
stances in the hold-out set according to which ex-
pert gave the most accurate prediction. (For ties,
the SLM is chosen.) We then compute pairwise
triplet similarities using an off-the-shelf embedder
(e.g., SenBERT). The [ highest scoring pairs with
the same expert label are positive examples, and
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Figure 1: Illustration of OrchestralLLM. LMs are orchestrated by a retrieval-based dynamic router. During inference,
the testing instance queries the expert pools to retrieve top k similar examples. Subsequently, a LM expert is

selected based on the majority vote.

Dataset MultiWOZ SGD
# Domains 8 41

# Dialogues 8438 16142
# Total Turns 113556 329964
Avg. Turns per Dial.  13.46 20.44
Avg. Toks per Turn 13.13 9.75
# Slots 24 214
# Slot Values 4510 14139

Table 1: Experiment data summary. The numbers are
computed on training splits of the datasets.

the [ lowest scoring pairs with different expert label
are negative examples.

Task+Expert-Aware Supervision simply pools
both sets of positive and negative pairs.

Note that task-aware supervision is agnostic to
what experts are used in routing, so the embed-
ding model need not be retrained as experts are
added or updated. Expert-aware supervision will
require updating the embedding model if the ex-
perts change. In all cases, the expert pools will
need to be updated with changes to the experts.

4 Experiments

4.1 Datasets

We use two datasets detailed below for experiments.
A summary of DST datasets is reported in Table 1.

MultiWOZ (Budzianowski et al., 2018) is a multi-
domain task-oriented dialogue dataset that contains
over 10K human-human written dialogues across

8 domains and has been one of the most popular
benchmarks in the DST literature. After the publi-
cation of Budzianowski et al. (2018), many works
improve the label qualities, e.g., MultiwWOZ 2.1
(Eric et al., 2020) and MultiwOZ 2.4 (Ye et al.,
2021). We experiment using the most recent ver-
sion, MultiwOZ 2.4.

SGD (Rastogi et al., 2020) is a task-oriented dia-
logue dataset that contains over 16k multi-domain
conversations spanning 41 domains, featuring out-
of-domain evaluation. 15 out of 21 domains in the
test set are not present in the training set and 77%
of the dialogue turns in the test set contain at least
one domain not present in the training set.

4.2 Experimental Setting

In this work, we consider a few-shot set up for
DST. Following the multi-domain experiment set-
ting from Wu et al. (2020), we randomly sample
5% of training data from MultiWOZ and SGD re-
spectively for training the expert models.

Model and Hyperparameter Setting. For
Prompt-DST, we use T5-base and T5-large as the
backbone model for MWOZ and SGD respectively,
as the latter is more complex in terms of schema
and more dialogue turns. For IC-DST, we use Chat-
GPT as the backbone model® with 10 in-context
exemplars. We initialize the routing retriever from

2Accessed: August—October 2023, Version: gpt-3.5-turbo-
0301.
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SenBERT (all-mpnet-base-v2). We run inference
on 100 dialogues randomly sampled from valida-
tion sets of MWOZ and SGD as the held-out sets.
The same 100 dialogues are used to train the re-
triever. For all experiments, [ = 25 is used for
the positive and negative examples for contrastive
learning. During inference, we randomly sample
100 turns from the held-out sets to serve as SLM
pool and LLM pool respectively for MWOZ exper-
iments and 300 turns for SGD experiments. We
use k£ = 10 for the majority vote and break the tie
by favoring SLM.

4.3 Evaluation

4.3.1 Accuracy

Conventionally, DST systems are evaluated by
joint goal accuracy (JGA) on accumulated dialogue
states (Henderson et al., 2014). This metric as-
sesses the correctness of the dialogue state at each
turn and deems it accurate only if all slot values
within every domain precisely match the ground-
truth values. It is difficult to accurately assess how
well a system performs on single turns with DST
JGA. Therefore we also report turn-level belief
(TLB JGA) (Dey et al., 2022).

4.3.2 Efficiency

Floating-point operations per Second (FLOPs) rep-
resent the number of floating-point arithmetic op-
erations (additions and multiplications) a model
performs in one pass. FLOPs are often used to
estimate the computational cost or workload re-
quired for training or inference. Training a large
model requires a significant number of backward
passes, which are more expensive than forward
passes, yet inference is a continuous process that
happens whenever the model is in use, thus accru-
ing more cost over time. NVIDIA (Leopold, 2019)
and Amazon (Barr, 2019) report around 90% of the
ML workload is inference processing in their cloud
services. Therefore, we choose to report FLOPs
for inference time usage.

We estimate the aggregate computational cost,
measured in TeraFLOPs, required for performing
inference across the entire testing dataset. It is
important to note that IC-DST relies on ChatGPT,
a model that is not publicly accessible, thus pre-
cluding a direct evaluation of its computational
efficiency. Based on prevailing conjecture within

the public domain, ChatGPT is presumed to be
a fine-tuned iteration of the GPT-3 model with a
substantial parameter count of 175 billion (Brown
et al., 2020). To estimate the computational re-
quirements, we conduct FLOPs measurements on
the GPT-2 (Radford et al.) model and subsequently
scale these measurements in accordance with the
parameter size differential between GPT-2 and
ChatGPT. The computational cost of the retriever,
measured in FLOPs, for each turn instance, is
approximately 0.02 TeraFLOPs. This computa-
tional load becomes negligible when considered in
conjunction with ChatGPT in the OrchestralLLM.
ChatGPT requires approximately 3000 TeraFLOPs
for each turn instance.

4.4 Baselines

Classification-Based Routing

We compare our routing framework with existing
classification-based approaches to model switch-
ing, such as those proposed by Sakota et al. (2023)
and Kag et al. (2022). These existing approaches
typically train a binary classifier to serve as the
router. We train BERT (Devlin et al., 2019) (bert-
base-cased) with the expert labels in the hold-out
set of dialogues with a binary classification objec-
tive to do routing as a baseline.

Cascade-Based Routing

Cascade-based approaches Chen et al. (2023);
Madaan et al. (2023) typically query a SLM and
redirect the instance to a LLM if the small lan-
guage model is not confident enough. We choose
to utilize the normalized sequence level probability
of SLM output as the confidence measure. We tune
the probability threshold on the hold-out-set and
use the threshold to determine whether to redirect
the instance to LLM during inference.

4.5 Results
4.5.1 MultiwOZ

We demonstrate the MultiWOZ experiments in a
few-shot setting in Table 2. We use 5% of dia-
logues in the training set for finetuning Prompt-
DST and retriever of IC-DST. Prompt-DST and IC-
DST perform inference on another 100 dialogues
from the validation set, documenting the turns each
expert specializes in. We randomly select 100 turns
from these dialogues for each expert to serve as
expert pools for dynamic routing.
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Models | Router | Assignment Ratio TeraFLOPs TLB JGA DST JGA
DST Baselines
Prompt-DST N/A N/A 272 73.43 46.06
IC-DST (Hu et al., 2022) N/A N/A 22M 78.21 49.68
DS2 - TS (Shin et al., 2022)* N/A N/A N/A N/A 49.89
Routing Baselines
Prompt-DST & IC-DST Oracle 73% Prompt-DST 594 M 88.07 65.39
Prompt-DST & IC-DST Classification-Based | 91% Prompt-DST 1.98 M 77.60 47.58
Prompt-DST & IC-DST Cascade-Based 13 % Prompt-DST 19.14 M 80.40 51.46
Our Retrieval-Based Routing DST
OrchestralLLM SenBERT 60% Prompt-DST 8.8 M 80.74 50.19
OrchestrallLM Task-Aware 55% Prompt-DST 99M 82.43 52.53
OrchestralLM Expert-Aware 78% Prompt-DST 48 M 81.02 50.65
OrchestralLM Task+Expert-Aware | 62% Prompt-DST 83 M 82.46 52.68

Table 2: Results on MultiWOZ 2.4. The TeraFLOPs are computed on inference passes on the entire testing set. We
report the percentage of turns routed to Prompt-DST in the assignment ratio column. * marks numbers reported in

Hu et al. (2022).

Models | Router | Assignment Ratio TeraFLOPs TLB JGA DST JGA
DST Baselines
Prompt-DST N/A N/A 8882 62.21 28.38
IC-DST (Hu et al., 2022) N/A N/A 121 M 63.86 33.15
Routing Baselines
Prompt-DST & IC-DST Oracle 62% Prompt-DST 4598 M 77.48 47.50
Prompt-DST & IC-DST | Classification-Based | 38% Prompt-DST 75.02 M 66.94 31.86
Prompt-DST & IC-DST Cascade-Based 7.9% Prompt-DST 111.34 M 64.17 32.75
Our Retrieval-Based Routing DST
OrchestralLM SenBERT 50% Prompt-DST 60.50 M 65.97 32.75
OrchestrallLM Task-Aware 55% Prompt-DST 5445 M 67.25 32.78
OrchestralLLM Expert-Aware 54% Prompt-DST 55.66 M 67.34 32.95
OrchestralLM Task+Expert-Aware | 57% Prompt-DST 52.03M 68.09 33.07

Table 3: Results on SGD. The TeraFLOPs are computed on inference passes on the entire testing set. We report the
percentage of turns routed to Prompt-DST in the assignment ratio column.

As expected, IC-DST outperforms Prompt-DST
in the few-shot setting, indicating that the LLM
is more generalizable than the fine-tuned SLM.
The BERT-based classification router struggles to
effectively harness the capabilities of both mod-
els. To establish an upper performance bound for
the learned router, we introduce the oracle router,
which aggregates predictions from both LLM and
SLM when either model is correct, with a pref-
erence for SLM whenever available. Even with
a vanilla SenBERT as a retriever, OrchestralLM
outperforms IC-DST while saving 60% calls to
LLM, demonstrating the effectiveness of our pro-
posed framework. Further finetuning the retriever
with the proposed task-aware contrastive examples
routes examples more effectively and improves
DST JGA around 3% compared to IC-DST. With

additional expert-aware training of the retriever,
we can further save around 7% traffic to LLM with

superior performance compared with IC-DST. In
spite of its compact size, Prompt-DST is finetuned

to align with specific in-domain knowledge and
task-specific artifacts (e.g., schema constraints and
customized labeling strategies). Conversely, IC-
DST is enriched with an extensive repertoire of
knowledge acquired during the pretraining phase
of LLM, endowing it with contextual reasoning ca-
pabilities and an enhanced grasp of common-sense
knowledge (Section 5.2). Since these two models
are complementary, an effective integration can
surpass the performance of the IC-DST model.

4.5.2 SGD

To evaluate our system under out-of-domain sce-
narios, we show experimental results in a few-shot
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Figure 2: Cross-domain generalization results on SGD.
We denote In-Domain when all of the testing domains
are in the training set and denote OOD when all of
the testing domains are not in the training set. For all
other dialogues, we categorize them as Half OOD. We
report TLB JGA for all settings. Green bars indicate
OrchestralLM with different retrievers.

setting on SGD in Table 3. We use 5% of dialogues
in the training set for finetuning Prompt-DST and
the retriever of IC-DST. Prompt-DST and IC-DST
performed inference on another 100 dialogues in
the validation set to serve as expert pool. We ran-
domly select 300 turns from each expert to serve
as expert pools for dynamic routing.

As we observe in MultiWOZ, incorporating an
off-the-shelf SenBERT as the router improves the
TLB score and also saves around 50% of com-
putes. Finetuning SenBERT with the task-aware
objective improves efficiency by 5% and increases
both the TLB and DST scores. With the additional
expert-aware supervision, more turns are routed to
SLM and improves TLB score. This setting out-
performs IC-DST by over 4% TLB JGA and saves
57% FLOPs, demonstrating that our router is uni-
versal enough to support cross-domain assignment
and successfully improves system accuracy.

5 Analysis

5.1 Cross-Domain Generalization

Out-of-Domain (OOD) in SGD To assess the ef-
fectiveness of OrchestrallLM in generalizing to
unseen domains, we present breakdown results on
SGD in Figure 2. First, we observe that Prompt-
DST performs better than IC-DST on in-domain di-
alogues but lags behind IC-DST on all other types

of dialogues. This suggests that the generaliza-
tion ability of Large Language Models (LLMs) is
superior to Small Language Models (SLMs). All
variants of OrchestralLLM outperform IC-DST in
OQOD scenarios, demonstrating the router’s capa-
bility to effectively dispatch instances even when
they are out of the domain.

Cross-Dataset Retriever We further evaluate
our proposed framework in a more challenging
scenario where the router and backbone models
are trained in different datasets. We train the re-
triever model on MWOZ holdout set dialogues and
evaluate the framework on SGD testing dialogues
and vice versa. Notably, our routing framework
can still effectively orchestrate two LLMs with a
retriever trained with a different dataset and outper-
forms IC-DST while also achieving computational
cost savings of approximately 54% on MultiwOZ
and 43% on SGD (only slightly less savings than
the domain-matched model).

5.2 Specialty of SLM and LLM

To better understand the complementary nature of
the LMs, we inspected examples to identify their
specialties. We provide representative examples
from the expert pools in Table 4. One common
mistake made by LLM is failing to adhere to the
schema. In this example, LLM simply copies the
text ("affordable") from the turn as a DST predic-
tion, while SLM is capable of grounding the value
in the schema-specific format ("cheap"). How-
ever, we identify two strengths that LLM possesses
over SLM. Firstly, it excels in handling common-
sense knowledge, for example, it can infer the cor-
rect number of guests staying at the guest house
from the context ("me and my mum"). Secondly,
it demonstrates proficiency in long-context reason-
ing. When there is a reference to previous con-
text across domains, LLM consistently makes the
correct inference, while SLM often overlooks the
context and produces random values.

6 Related Work

6.1 Sample-Adaptive Inference

For allocating variable levels of computational
resources for processing different input samples,
two predominant categories of approaches have
emerged in this domain: early exiting (Liu et al.,
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Example from SLM pool

DST of Previous Turn | restaurant-area: centre

Test turn [system] Do you have a cuisine or price range in mind? [user] Yes, something in the affordable price
range. Also, do any of them serve Singaporean food ?

SLM Prediction restaurant-food: Singaporean, restaurant-pricerange: cheap

LLM Prediction restaurant-food: Singaporean, restaurant-pricerange: affordable

Example from LLM Pool

DST of Previous Turn | hotel-name=Alpha Milton guest house

Test turn [system] Would you like to book a room? [user] That would be a massive help if you can do that for me!
It’s me and my mum and we’ll be there for 2 nights.

SLM Prediction hotel-bookstay: 2, hotel-bookpeople: 1

LLM Prediction hotel-bookstay: 2, hotel-bookpeople: 2

DST of Previous Turn restaurant-name=Cocum, restaurant-area: west

Test turn [system] Can I be of any further assistance today? [user] Yes, I am also looking for a 3-star hotel located
in the same area as the restaurant.

SLM Prediction hotel-stars: 3, hotel-area: centre

LLM Prediction hotel-stars: 3, hotel-area: west

Table 4: Representative examples from SLM and LLM pool. Red color text indicates the errors made by LMs.

2020; Xin et al., 2021; Zhou et al., 2020) and to-
ken dropping (Goyal et al., 2020; Guan et al., 2022;
Kim and Cho, 2021). Salehi et al. (2023) also stud-
ies to direct different samples to sub-networks with
varying widths. Our proposed routing framework
also embraces sample-adaptive inference. How-
ever, it distinguishes itself by leveraging not just a
single model but a combination of models.

6.2 Model Switching

There has been a growing body of research focus-
ing on the concept of model switching, wherein
input examples are intelligently routed between
small and large models based on their individual
complexity levels. For instance, Madaan et al.
(2023) proposes a methodology that leverages an
external meta-verifier to ascertain the correctness
of predictions made by a SLM and to determine
whether an example warrants routing to a LLM. In
contrast, our approach does not necessitate the use
of additional verifiers. Another set of related ap-
proaches, exemplified by the work of Sakota et al.
(2023); Kag et al. (2022), involves training binary
classifiers to categorize examples as suitable for
SLM or LLM processing. This approach requires
the router to be trained on labeled data where lan-
guage models have made predictions. In contrast,
our methodology exhibits the ability to leverage
off-the-shelf retriever, enhancing its versatility.

6.3 Few-Shot Dialogue state tracking

To reduce the need for labeled data in DST, many
approaches are proposed for few-shot DST (Li
et al., 2021; Lin et al., 2021; Shin et al., 2022;
Hu et al., 2022). The state-of-the-art few-shot DST
model is (King and Flanigan, 2023b), in which
the authors reformulate DST as a Python program-
ming task and leverages Codex (Chen et al., 2021)
as the backbone LLLM, which is no longer accessi-
ble. Additionally, their approach involves multiple
decoding passes for a single turn and relies on prob-
ability scores of tokens, which might not always
be readily available.

7 Conclusion

We introduce OrchestralLM, a routing framework
that seamlessly integrates a SLM and a LLM, or-
chestrated by a retrieval-based router. During infer-
ence, a dynamic router guides instances to either
LM based on their semantic embedding distances
with the retrieved LM exemplars, leveraging the
expertise of both SLM and LLM. Our evaluation
on DST demonstrates that OrchestralLLM outper-
forms LLM-based systems while also achieving
computational cost savings of over 50%. This re-
search represents a significant step towards effi-
cient collaboration of language models, particu-
larly in a multi-turn human-computer interaction
system such as task-oriented dialogue.
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8 Limitations

Our study demonstrates the benefits of combin-
ing SLM and LLM for improved task performance
while managing computational costs, particularly
in the context of dialogue state tracking tasks. How-
ever, it’s important to acknowledge that the appli-
cability of our approach may not extend seamlessly
to all types of tasks in the broader NLP domain.
Additionally, in our current framework, we focus
on leveraging a SLM and a LLM. However, real-
world applications often involve a wide array of
diverse tasks, each potentially requiring LMs with
varying expertise. As a future avenue of research,
we intend to explore the orchestration of multiple
LMs simultaneously.
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A Related Work
A.1 Sample-Adaptive Inference

To enable variable levels of computational re-
sources to be allocated for processing different
input samples, two predominant categories of ap-
proaches have emerged in this domain: early ex-
iting and token dropping. Early exiting strate-
gies typically incorporate additional classifiers at
intermediate layers within a model, determining
whether a given input example should terminate
its processing prematurely and abstain from propa-
gating to subsequent layers (Liu et al., 2020; Xin
et al., 2021; Zhou et al., 2020). On the other hand,
token-dropping techniques aim to dynamically re-
duce the length of the input sequence, achieved by
selectively excluding certain tokens from the input
sequence, which are subsequently not passed on to
subsequent layers in the model (Goyal et al., 2020;
Guan et al., 2022; Kim and Cho, 2021). Salehi
et al. (2023) also studies to direct different samples
to sub-networks with varying widths. Our pro-
posed routing framework also embraces sample-
adaptive inference. However, it distinguishes itself
by leveraging not just a single model but a combi-
nation of models.

A.2 Model Compression

Model compression primarily falls into three major
paradigms: pruning, distillation, and quantization.
Pruning strategies are primarily devised to reduce
computational overhead by selecting and retain-
ing a subnetwork within a larger model (Fan et al.,
2019; Michel et al., 2019; Wang et al., 2020; La-
gunas et al., 2021; Xia et al., 2022). In contrast,
distillation techniques entail the training of a com-
pact student model, with the objective of imparting
the knowledge and performance of a larger teacher
model (Sanh et al., 2019; Turc et al., 2019; Jiao
et al., 2020). Finally, quantization methods aim to
diminish memory demands by representing model
parameters with fewer bits, thereby trading off a
degree of precision for enhanced efficiency (Shen
et al., 2020; Dettmers et al., 2022, 2023). Note that
the aforementioned methods are characterized as
"static" in nature, as they primarily focus on the
optimization of fixed model architectures for each
data point. In contrast, the routing framework intro-
duced in this work adopts a dynamic perspective.
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