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Abstract

Recently, large language models (LLMs) have
emerged as a groundbreaking technology and
their unparalleled text generation capabilities
have sparked interest in their application to the
fundamental sentence representation learning
task. Existing methods have explored utiliz-
ing LLMs as data annotators to generate syn-
thesized data for training contrastive learning
based sentence embedding models such as Sim-
CSE. However, since contrastive learning mod-
els are sensitive to the quality of sentence pairs,
the effectiveness of these methods is largely in-
fluenced by the content generated from LLMs,
highlighting the need for more refined genera-
tion in the context of sentence representation
learning. Building upon this premise, we pro-
pose MultiCSR, a multi-level contrastive sen-
tence representation learning framework that
decomposes the process of prompting LLMs to
generate a corpus for training base sentence em-
bedding models into three stages (i.e., sentence
generation, sentence pair construction, in-batch
training) and refines the generated content at
these three distinct stages, ensuring only high-
quality sentence pairs are utilized to train a
base contrastive learning model. Our extensive
experiments reveal that MultiCSR enables a
less advanced LLM to surpass the performance
of ChatGPT, while applying it to ChatGPT
achieves better state-of-the-art results. Compre-
hensive analyses further underscore the poten-
tial of our framework in various application sce-
narios and achieving better sentence representa-
tion learning with LLMs. Our code is available
at https://github.com/Circle-Ming/MultiCSR.

1 Introduction

As a fundamental task, sentence representation
learning (Conneau et al., 2017; Reimers and
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Write its
entailment:

the Dallas Cowgirls huh

& Flan-15s &) ChatGPT

-
\— | the Dallas Cowgirls huh

e &
. .. E °D
I cannot paraphrase this
statement as it contains
derogatory language.

Figure 1: Two example sentences with the generations
from Flan-T5 and ChatGPT given different instructions.

Gurevych, 2019; Gao et al., 2021) aims to learn
universal sentence embeddings that can benefit var-
ious downstream tasks, such as semantic similar-
ity comparison (Agirre et al., 2012, 2013, 2014,
2015, 2016; Cer et al., 2017; Marelli et al., 2014),
and information retrieval (Le and Mikolov, 2014;
Misra et al., 2016; Thakur et al., 2021; Wang
et al., 2022). Recent advancements, particularly
in contrastive learning-based methods such as Sim-
CSE (Gao et al., 2021) and its variants (Chuang
et al., 2022; Zhou et al., 2022; Tan et al., 2022; Wu
et al., 2022; Jiang et al., 2022; Liu et al., 2023),
have demonstrated to be the most efficient and ef-
fective ones. In contrastive learning, the quality of
sentence pairs has a large impact on the overall per-
formance (Chen et al., 2022). In particular, super-
vised contrastive learning methods trained on nat-
ural language inference (NLI) datasets (Bowman
et al., 2015; Williams et al., 2018) can outperform
their unsupervised versions by a large margin (Gao
et al., 2021). However, obtaining large amounts of
high-quality sentence pairs can be costly in both
time and resources, particularly considering that
various application domains can only be better han-
dled with domain-specific training data.

The recent emergence of large language mod-
els (LLMs), such as the Flan series (Chung et al.,
2022), LLaMA (Touvron et al., 2023) and Chat-
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GPT (OpenAl, 2022), has brought a paradigm shift
in natural language processing due to their impres-
sive performance. Consequently, there has been a
growing interest in harnessing the power of LLM
for sentence representation learning. Cheng et al.
(2023) proposed to directly measure the seman-
tic similarities of sentence pairs with LLMs for
a base model to imitate. However, this imitation
also places great demands on the LLM’s under-
standing of semantics and constrains its application
in a wider range of LLMs. Instead of utilizing
LLMs for semantic similarity scoring, a recent line
of work has explored leveraging LLMs to gener-
ate sentence pairs in the NLI style with provided
premises (Schick and Schiitze, 2021; Zhang et al.,
2023) and demonstrates SOTA performance.
Despite their exciting results, these methods
heavily depend on the quality of generated content
from LLMs, leading a huge performance gap be-
tween different LLMs. Moreover, concerns about
the accuracy and quality of the generated content
from LLMs remain unsolved and have drawn sig-
nificant attention from the community (Zheng et al.,
2023; Shi et al., 2023), which are more pronounced
with relatively less advanced LLMs. For exam-
ple, in Figure 1, contradicting the first sentence
requires a clear understanding towards its meaning
and only ChatGPT successfully produce its con-
tradiction. When faced with the second provided
sentence, both ChatGPT and Flan-T5 encounter
difficulties due to the limited information provided.
Consequently, Flan-T5 only repeats the premise
while ChatGPT entirely gives up the generation. In
a task that is sensitive to the quality of sentences
like sentence representation learning, there high-
lights a need for a more robust framework that can
automatically refine the outputs of LLMs for better
contrastive sentence representation learning.
Motivated by observations above, in this work,
we propose Multi-Level Contrastive Sentence
Representation Learning (MultiCSR), a novel
three-stage framework that contrastively refines the
generations of LLMs at distinct stages: sentence
generation, sentence pair construction and in-batch
training, while fine-tuning a contrastive learning
model like SimCSE. Concretely, while generating a
sentence given a specific instruction like “Write its
entailment:”, we also deploy the noisy variants of
this instruction to identify obvious error that LLMs
will make during generating the outputs following
this instruction. In a contrastive sentence gener-
ation procedure, next-token prediction logits will

be systematically deviated by comparing the logits
derived from the original instructions with those
from the noisy instructions. This process detects
and avoids the obvious error tendencies of LLMs,
and refines their generations to align more closely
with the intended instruction, rather than provid-
ing an even opposite generation, such as the first
generation of Flan-T5 in Figure 1.

Despite the effectiveness of contrastive genera-
tion strategy, directly training a base sentence em-
bedding model on the generated corpus gives poor
results in our experiments, both because of the
inevitably noisy generations, and the overlooked
relations between sentences (i.e., sentence pairs),
since a contrastive learning loss works essentially
by modeling the relations between sentences while
pulling the positive pairs closer and pushing the
negative pairs apart. To take the relations between
sentences into consideration, in sentence pair con-
struction stage, we show that LLMs can be utilized
to self-curate the set of their newly generated sen-
tences by measuring the semantic similarities of
sentence pairs, ensuring that only sentence pairs
in highest quality are included into the final train-
ing stage. To further prevent the false-negative
issue (Zhou et al., 2022) raised during the in-batch
training, where randomly selected negative sam-
ples are indeed semantically similar to the original
sentence, we utilize a pre-trained sentence repre-
sentation model to provide the similarity mask and
contrastively filter false negatives during training.

In summary, our contributions include: (1) We
propose a new and promising direction to improve
sentence representation learning by refining the
generated content of LLMs. (2) We for the first
time decompose the process of prompting LLMs to
generate a corpus for training base sentence embed-
ding models into three stages (i.e., sentence genera-
tion, sentence pair construction, in-batch training),
and integrate the idea of contrast into each stage
for refinement. (3) We conduct extensive experi-
ments on standard semantic textual similarity (STS)
tasks (Agirre et al., 2012, 2013, 2014, 2015, 2016;
Cer et al., 2017; Marelli et al., 2014) and several
transfer tasks (Conneau and Kiela, 2018) with two
representative LLMs (i.e., Flan-T5 and ChatGPT).
We further perform a comprehensive analysis of
the behavior of MultiCSR, demonstrating its effec-
tiveness from various perspectives. We hope that,
our proposed method provides additional insights
into achieving high-quality sentence representation
learning corpus by refining LLMs’ generations.
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2 Related Work

2.1 Sentence Representation Learning with
LLMs

There has been a recent exploration in utilizing
LLMs for sentence representation learning. Cheng
et al. (2023) prompted LLMs to measure the seman-
tic similarities of sentence pairs, and fine-tuned
base models to “immitate” these judgements of
LLMs with mean squared error. However, this
method also places great demands on the model’s
understanding of semantics. Thus, we conduct a
pilot experiment to see whether LLM’s generated
similarities are well-aligned with the ground-truth
labels and include the results in Table 1. We can see
from the results that even ChatGPT equipped with
ICL can not outperform those contrastive learning
methods with only base models.

Instead of treating LLMs as evaluators, a recent
line of work leverages LLLMs as data generators,
with the generated entailment and contradiction hy-
potheses being used to train a contrastive learning
method (Schick and Schiitze, 2021; Zhang et al.,
2023). The success of these works is based on
the fact that the models trained on NLI datasets
demonstrate superior performance (Conneau et al.,
2017; Reimers and Gurevych, 2019; Gao et al.,
2021; Chen et al., 2022). Nevertheless, the per-
formance of these methods will heavily rely on
the quality of generated content, which also poses
a huge challenge to the instruction-following and
generation capabilities of LLMs. Thus, refining the
generated data before utilizing them into training is
essential, which usually requires substantial effort
and computational resources, highlighting the need
for more efficient approaches. In this work, we
introduce MultiCSR, which can automatically re-
fine the generation of LLMs and ensures that only
high-quality sentence pairs are utilized for training
a contrastive learning method.

2.2 Contrast in Text Generation

Recently, with the rapid development of LLMs,
the idea of contrast for improving text genera-
tion has been studied in various settings (Welleck
et al., 2019; Liu et al., 2021; Li et al., 2023; Yona
et al., 2023; Kim et al., 2024). Among them, con-
trastive decoding (Li et al., 2023) studies maximiz-
ing the next-token probability by contrasting the
predictions from a high-performing “expert” model
against those from a less accurate “amateur” model.
Despite its effectiveness, the need for at least two

Model Avg.
SiIIlCSEROBERTa 76.57
PromptRoBERTa 79.15
Flan-T5-XL 63.24
Flan-T5-XL w/ ICL 68.76
ChatGPT 71.58
ChatGPT w/ ICL 76.19

Table 1: Performance comparison of different models
and directly utilizing LLMs w/o and w/ in-context learn-
ing (ICL) to measure the similarities on STS tasks.

models of different scales limits their applications
in broader scenarios. In this work, inspired by in-
structive decoding (Kim et al., 2024) which places
emphasis on the potential of instructions in the
input text, we show that, within the contrastive
generation procedure, the instructions used for gen-
erating the opposite hypotheses can be extremely
effective in identifying the obvious error tendencies
of LLMs for further refining their generations in
the context of sentence representation learning.

3 Methodology

In this section, we present MultiCSR, a framework
designed to enhance the quality of generated con-
tent of LLMs. By contrastively refining their gen-
erations at distinct stages of training a contrastive
learning method, MultiCSR ensures that only high-
quality sentence pairs are utilized in the final train-
ing stage, achieving a better sentence representa-
tion learning with LLMs. The whole workflow can
be visualized as Figure 2.

3.1 Stage 1: Contrastive Generation

During the generation procedure, when presented
with a concatenation of an instruction I and an
input sequence x, the objective of an LLM Cj is
to generate the corresponding output sequence y =
[y1,..-,yn]. For each token y;, Cy will compute
its logits as [; = Cy(I, x,y.,). The probability of
output sequence y can be expressed as:

po(ylL ) = [ [powill, 2, us), (D)

t=1

where pg(y;|I, x,y.;) represents the normalized
probability of the sampled (e.g., greedy sampled)
next token y; derived from the softmax over [;.
Within this process, more refined generations can
be achieved by ensuring that the model’s genera-
tion essentially aligns with the given instructions.
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______________________________________________

Instruction - Entailment

Premise from NLI

e

A group of four kids

7
Please paraphrase the input sentence, providing =
an alternative expression with the same meaning.

stand in front of a statue

(o

of a large animal.

Opposite Instruction - Contradiction l;

changing, or contradicting some details in

Revise the provided sentence by swapping, ’
order to express a different meaning.

Contrastive Generation

Four children stand in front of a
statue depicting a giant creature.

Accepted Pairs

ES \
gative Instance

.yl

Masked Instance J

......................

Figure 2: Overview of our three-stage framework MultiCSR.

____________________ W NG~ aces

<= | Four children stand in front og) a statue depicting a giant creature. ] Ve
ositive
e-=-11 A duo of elderly individuals sits beside a sculpture of a small bird.i v
y25522532225332252zc: Hard Negativeoooooocoooconconoos
Four children are posing for a photo. : e
E JSIITIIIIIIIIIIIiIIo O ciorriiiiiiiiiiiic
=T, Four women are standing for a photo. e
X Four kids are positioned before a sculpture of beast. X
4

We refine each

token’s logits with the opposite instruction to align more closely with the intended instruction.

By prompting LLMs to evaluate the semantic similarities of generated sentence
pairs, we ensure that only sentence pairs satisfying the pre-defined rules are left to form a curated set. Stage 3:
Contrastive In-Batch Training. We leverage the similarity mask provided by a pre-trained sentence representation
model to contrastively filter false negatives during the in-batch training.

Thus, it is better to understand what kind of noisy
generations Cy will produce when following the
instructions, and we can realize better alignment
by eliminating these trending noises from the next-
token distribution. As inspired by Kim et al. (2024)
which indicates that specific noisy variants of the
original instruction can help induce the correspond-
ing undesired behaviors of LLMs, we designed and
conducted analysis towards several noisy instruc-
tions / in the context of hypothesis generation. We
can acquire the noisy next-token logits as:
lt « C@(I>m7y<t)' (2)
By comparing the logits from the original instruc-
tions and those from the noisy variants, we can
detect and correct noises for Cy, achieving a more
refined generation. During our contrastive genera-
tion, the logits /; will be contrasted with [t, and the
next-token ¥, will be sampled from the probability
distribution of the final logits [, — w * [t.

In the context of sentence representation learn-
ing, for each premise  of NLI, we will generate
its corresponding entailment x . and contradiction
x_ hypotheses. Through the experiments of all

noisy variants, we find that the instructions used to
generate the opposite hypotheses demonstrate to be
the most effective. Thus, when mentioning noisy
instructions, we specifically refer to these opposite
instructions throughout our paper. For example, as
shown in Figure 2, while generating the entailment
hypothesis of x, we leverage the instruction to gen-
erate contradiction as the noisy instruction I. We
include the detailed instructions in Appendix A.

3.2 Stage 2: Contrastive Sentence Pair
Construction with Self-Curation

Although the generated sentences of Cy are refined,
the relations within sentence pairs remain uncertain.
Since contrastive learning methods are modeling
the distances of sentence pairs in the embedding
space, it is particularly important to ensure that the
sentence pairs are in high quality and the distances
within the sentence pairs are suitable for effectively
training a base model G, with contrastive learning.
Thus, during the sentence pair construction stage,
we perform self-curation and select high quality
sentence pairs using Cy itself.

Given a generated triplet (x, ., x_), we follow
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Figure 3: One example of our self-curation strategy.
During the final training stage, we only use the sentence
pairs in orange region.

the same generation procedure of Equation 1 and
utilize Cy to assign the semantic similarity scores
for (z, x, ) and (x, x_) separately with the same
instruction prompt d (more details in Appendix A):

a— Cyp([z;24:d]), b= Cy([x;2_5d]). (3)

The bounds of a and b are specified in d as [0, 5],
where a score of 5 means the semantics of a sen-
tence pair are completely the same and 0 means
these two sentences are totally different.

Based on the semantic similarity scores of two
sentence pairs, we can then select a subset of
triplets (x, x,, x_) with a pre-defined strategy to
form the curated training corpus. One example is
shown in Figure 3 and formalized as follows:

az«x
(x,xy,x_ ) €T,ifSb<p
azb+ry

NG

where 7 is the curated training corpus, « and
[ are the thresholds to control the absolute sim-
ilarities of positive pair (x, ) and negative pair
(x, x_) respectively, and v will serve as the mar-
gin which represents the relative similarity distance
of (x,,x_). By performing self-curation as a con-
trastive sentence pair construction procedure, we
get a lightweight but high-quality training corpus.

3.3 Stage 3: Contrastive In-Batch Training

With the curated corpus, we can fine-tune a base
model G4 to learn better sentence representations.
To introduce enough challenge to the model train-
ing, we follow Gao et al. (2021) and take (x, x. )
as a positive pair and (x,x_) as a hard negative
pair, and the entailment and contradiction hypothe-
ses of other premises inside a batch of size N
will be treated as other in-batch negatives of x as

(z, a:]i) and (z, aclf), where z" # z. For simplic-
ity, we denote the representations G4(x), G4(x,.)
and G,(x_) as h, hy and h_, respectively. Then
the training objective / is defined as:

esim(h,h+)/7'

—log —& 5)
=1

(esim(h,hli)/T + €Sim(hvhlj)/7') » (

where 7 is temperature parameter and sim(, ) is the
similarity of two sentence embeddings from G .

As introduced, the above in-batch negatives from
(x, a:’i) and (x, wlf) may involve false negatives,
where x| or " can be indeed semantically similar
with & due to the random in-batch sampling. As
an example, in Figure 2, the entailment hypothesis
“Four kids are positioned before a sculpture of beast”
has a high semantic similarity with the first premise,
so we treat this pair (, wl_f_) as false negative and
need to mitigate its effects during training.

To alleviate this problem, we incorporate the
pre-trained sentence representation model P, to
provide a weighted mask for (5, h]i) and (h, e ),
as shown in Figure 2. We denote the similarity
given by pre-trained model P, as sim,(, ). A mask
indicator My, .« . is defined as:

; (6)

:c,a:k,-

_ {O, sim,, (h, hk) > o, "+ x

1, else

where o is the threshold. In this way, (, a:k) with
higher semantic similarity than o will be masked
out during the in-batch training stage. We then use
the following training objective to fine-tune our
base model G'y:

esim(h,h+)/7

; % .
Zi\il Zi€{+,—} (Mm,wk,iemm(h’hi )/T)

4 Experiment

—log (7

4.1 Experiment Setup

We evaluate our approach on standard semantic
textual similarity (STS) tasks and seven trans-
fer tasks in SentEval'. We further evaluate our
method on zero-shot information retrieval tasks
in BEIR (Thakur et al., 2021). Following the set-
tings of Gao et al. (2021), we use Spearman’s cor-
relation to measure the performance of different
approaches. We choose BERT,,. (Devlin et al.,
2019) and RoBERTa,,. (Liu et al., 2019) as our

1https://github.c0m/facebookresearch/SentEval

7878


https://github.com/facebookresearch/SentEval

Model STS12  STS13  STS14 STS15 STS16  STS-B SICK-R Avg.
BERT-base
BERT—Whiteningo 57.83 66.90 60.90 75.08 71.31 68.24 63.73 66.28
ConSERT” 64.64 78.49 69.07 79.72 75.95 73.97 67.31 72.74
SimCSE” 68.40 82.41 74.38 80.91 78.56 76.85 72.23 76.25
DiffcSE* 72.28 84.43 76.47 83.90 80.54 80.59 71.23 78.49
PromptBERTU 71.56 84.58 76.98 84.47 80.60 81.60 69.87 78.54
InfoCSE® 70.53 84.59 76.40 85.10 81.95 82.00 71.37 78.85
RankEncoder® 74.88 85.59 78.61 83.50 80.56 81.55 75.78 80.07
RankCSE* 75.66 86.27 77.81 84.74 81.10 81.80 75.13 80.36
MultiCSR (Flan-T5) 73.20 83.30 77.53 84.59 80.68 82.71 78.13 80.02
SynCSE (ChatGPT)* 72.71 84.79 77.96 85.50 82.16 83.16 76.08 80.34
MultiCSR (ChatGPT) 74.86 84.19 79.46 84.70 80.34 83.59 79.37 80.93
RoBERTa-base
RoBERTa—whiteningo 46.99 63.24 57.23 71.36 68.99 61.36 62.91 61.73
SimCSE” 70.16 81.77 73.24 81.36 80.65 80.22 68.56 76.57
DiffcSE* 70.05 83.43 75.49 82.81 82.12 82.38 71.19 78.21
PromptRoBERTao 73.94 84.74 77.28 84.99 81.74 81.88 69.50 79.15
RankCSE* 73.20 85.95 77.17 84.82 82.58 83.08 71.88 79.81
MultiCSR (Flan-T5) 73.75 84.61 79.32 85.84 81.60 83.64 78.33 81.01
SynCSE (ChatGPT)* 78.08 79.27 78.25 85.77 81.72 82.88 79.18 80.74
MultiCSR (ChatGPT) 75.61 84.33 80.10 84.98 82.13 84.54 79.67 81.62

Table 2: Performance comparison of MultiCSR on STS tasks. We implement our frameworks based on SimCSE (Gao
et al., 2021). ©: results from Jiang et al. (2022), &: results from Liu et al. (2023), ¢: results from Wu et al. (2022),
#: results from Seonwoo et al. (2023). *: we remove their manual cleaning process for fair comparison, and
reproduce the results of SynCSE with their officially released corpus, following our same settings.

backbone models G<¢>' For the unlabeled sentences,
we use the premises of NLI from Gao et al. (2021)
as unlabeled sentences, and ensure the data volume
used by MultiCSR is equivalent to that of SimCSE.
For the main results in Table 2, we include only the
results with NLI premises following Zhang et al.
(2023). In addition, we also discuss the impact
of different data resources in Section 5.2. While
our framework is general and could be combined
with more advanced algorithms as well, we utilize
SimCSE as our main backbone. In Appendix B,
we include more experimental results of applying
MultiCSR to different backbones.

We utilize the corresponding versions of Sim-
CSE (i.e., unsupervised and supervised, BERT}
and RoBERTay,,.) as P, in different settings. For
LLM (Y, we include the results of Flan-T5-XL(3B)
to show that, with MultiCSR, a relatively tinier and
less advanced LLM can even outperform ChatGPT,
while applying to ChatGPT achieves a better state-
of-the-art performance. In the experiments with
ChatGPT, since their logits can not be acquired, we
utilize only the last two stages of MultiCSR. We
also discuss the effect of smoothing coefficient w,
self-curation thresholds «, 8 and v in Appendix
C and D separately, and only include the results
withw = 0.3, « = 3, 8 = 3 and v = 1 in main

results. We fine-tune our model with a batch size
of 256, 7 = 0.05 and ¢ = 0.9, and choose the
best model parameters ¢ based on the development
performance from STS-Benchmark following Gao
et al. (2021). We conduct ablation studies on ¢ in
Appendix E. We include the performance on trans-
fer tasks and BEIR tasks in Appendix F. We also
evaluate MultiCSR in a supervised setting by di-
rectly combining our generated corpus with labeled
NLI corpus. Because of our proposed contrastive
in-batch training, the false-negative issue will not
be raised with this direct combination. We include
a more detailed analysis and our supervised perfor-
mance in Appendix G.

Baselines We compare our method with many
strong baselines including ConSERT (Yan et al.,
2021), SimCSE (Gao et al., 2021), Dif-
fCSE (Chuang et al., 2022), PromptBERT (Jiang
et al., 2022), InfoCSE (Wu et al., 2022), RankEn-
coder (Seonwoo et al., 2023), RankCSE (Liu
et al., 2023) and a post-processing method BERT-
whitening (Su et al., 2021). To make comparison
between different corpus construction methods, we
further compare MultiCSR with SynCSE (Zhang
et al., 2023), which directly leverages the generated
sentences of ChatGPT to train SimCSE.
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Method Spearman’s A

MultiCSRR BERT 85.82 0.00
w/o 84.06 -1.76
w/o 83.98 -1.84
w/o stage 3 84.79 -1.03
w/o &3 82.74 -3.08
w/o & 79.86 -5.96
w/o &3 82.45 -3.37
w/o &2&3 75.51 -10.31

Table 3: Ablation studies of different components in
MultiCSR (Flan-T5) based on SimCSER,ggrT.. The
results are based on the development set of STS-B. Mul-
tiCSR w/o &2&3: training SimCSE with the raw
generation of Flan-T5-XL.

4.2 Main Results

From the results shown in Table 2, we have the
following observations: (1) From the comparison
between our approach and previous strong base-
lines, MultiCSR can significantly enhance the base
model SimCSE and raises the averaged Spearman’s
correlation from 76.25% and 76.57% to 80.93%
and 81.62% respectively, achieving a better state-
of-the-art performance. It is also important to note
that MultiCSR is general and data-oriented, and
can be easily applied to various base models and
improves their performance as shown in Appendix
B. Although we build our method over SimCSE,
MultiCSR can achieve comparable or even better
results than the strong and competitive models such
as RankCSE, which demonstrates the effectiveness
of our method. (2) When comparing with SynCSE,
which also leverages LLMs for enhancing sentence
representation learning, MultiCSR shows to be
more effective. By utilizing only Flan-T5-XL(3B),
our approach can even outperform SynCSE with
ChatGPT on RoBERTa;,,., which also provides
an opportunity for broader open-source but less ad-
vanced LLMs, rather than blindly pursuing larger
and better LLMs (which are mostly closed-source).
In addition, MultiCSR can still be valid when ap-
plied to ChatGPT, which demonstrates our claim
that a curated training corpus is necessary for ef-
fectively training a contrastive learning method.

5 Analysis
5.1 Ablation Studies

We investigate the impact of each component in
MultiCSR and report the performance in Table 3.
The results of MultiCSR w/o stage 1&2&3 demon-

()
@)

e

—B— w/ stage 3
w/o stage 3

Spearman’s
ut
o
[

N
(e}
[

| | | |
0 200 400 600 800

Number of duplications

Figure 4: Performance comparison between with and
without our constrastive in-batch training stage, with
the number of duplications and Spearman’s scores on
the development set of STS-B reported.

strates our motivation that the raw generated con-
tent from LLLMs may not satisfy the requirement of
training a contrastive learning method. The com-
parison between this result and those of removing
two stages shows that each component plays a cru-
cial role in enhancing the base model.

Among them, since stage 1 and stage 2 are
strictly controlling the quality of each generation
or each sentence pair, they seem to be more impor-
tant than stage 3. However, they are in charge of
different stages of training a contrastive learning
method like SImCSE. In a training batch with N
sentence pairs, during the data generation (stage 1)
and sentence pair construction (stage 2), they only
check whether 2V sentence pairs are qualified. But
for stage 3, it will consider whether 2N (N — 1)
sentence pairs involve false negatives or not. More-
over, the control of stage 3 will not be too strict for a
high-quality dataset like NLI where most premises
are not similar to each other as shown in the sta-
tistical results in Appendix G. For a dataset where
only limited data are available, whether using stage
3 or not will result in a huge performance gap. To
demonstrate this, we sample a sentence pair from
10K ground truth sentence pairs of NLI, and dupli-
cate it for certain times and combine this set with
other pairs together to train a SimCSE model. The
results are shown in Figure 4. It is important to note
that all the sentence pairs are in good condition and
will survive after stage 1&2. In this scenario, only
our proposed contrastive in-batch training stage can
be helpful. In our supervised setting, by utilizing
this in-batch masking, we can directly combine the
generated corpus with the ground truth NLI dataset
as the training corpus, without suffering from the
false-negative issue, as shown in Appendix G.

Through the analysis of our ablation studies,
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Method Resource Spearman’s
BERT-base
*
SimCSE NFI_ . 767
Wikipedia 81.9
MultiCSR NI.'I_ i 84.6
Wikipedia 83.5
RoBERTa-base
*
SimCSE N],“I, . 81.1
Wikipedia 82.9
MultiCSR N],J, i 85.8
Wikipedia 85.2

Table 4: Performance comparison of using different
data resources on the development set of STS-B. *:
since we only utilize NLI premises rather than (premise,
entailment, contradiction) triplets, we use only these
premises to train the unsupervised version of SImCSE.

each component is necessary for MultiCSR to en-
sure that a contrastive learning method is only
trained on a high-quality and effective corpus for
better sentence representation learning.

5.2 The Impact of Different Data Resources

In Section 4.1, we have introduced that we uti-
lize the NLI premises as the unlabeled sentences,
following previous work. As a high-quality
and crowd-sourced dataset, sentences from NLI
datasets will have less lexical overlap and be in
good conditions. It is also important to show that
our method can still be valid for sentences from dif-
ferent domains, which are usually noisier but more
accessible. Thus, we further utilize the same 106
randomly sampled sentences of Wikipedia from
Gao et al. (2021) as the unlabeled sentences. We
follow the same settings of main results in Table
2, and the results are shown in Table 4. From the
results of SimCSE with different resources, we
can see that training a contrastive sentence embed-
ding model will place a requirement on the data
volume, since the number of sentences for NLI is
0.28M and much smaller than 1.00M of Wikipedia
samples. Thus, as a flexible corpus construction
framework, MultiCSR can largely outperform the
models trained with only these unlabeled sentences,
which demonstrates our effectiveness and robust-
ness across different data resources.

When we compare the results of MultiCSR with
different data resources, we can see that models
trained with NLI premises essentially outperform
those with Wikipedia sentences. We assume this

may due to the fact that, NLI premises are typically
short statements that express the relationship be-
tween two entities or concepts, while Wikipedia
sentences are usually longer and provide more de-
tailed information about a particular topic and are
more factual which requires a broader range of
language understanding abilities to write their en-
tailment or contradiction hypotheses. There might
require a more appropriate way to generate the pos-
itives and negatives of Wikipedia sentences, which
we leave as future work.

6 Discussion: Different Strategies for
Self-Curation and In-Batch Training

In Section 3, we have introduced in detail how we
perform contrastive sentence pair construction with
self-curation (denoted as stage 2) and contrastive
in-batch training (as stage 3), and both of them are
completed by measuring the similarities. It seems
that we can use LLMs’ and also pre-trained models’
similarities for both stages. However, we have our
intuition behind these designs.

Our design was firstly motivated by efficiency
considerations. Before introducing the selection for
stage 2, we will explain why we choose to utilize
pre-trained models in stage 3. There are multiple
implementations for this stage. For example, we
can also adopt a method similar to stage 2, having
the LLM compute similarity scores and provide
masks. This allows the entire framework to rely
only on the LL.Ms for data quality control. How-
ever, due to the slow inference speed of the LLM,
we must calculate and store the similarity scores
for each potential pair in advance with LLMs, to
not impact the training speed of the base model. In
addition, since in-batch training data are randomly
sampled, all sentence pairs should be considered.
Given a training corpus with M triplets and a batch
size of N, the number of similarity scores that
LLMs must generate in advance is 2M (M — 1),
but only 2M (N — 1) of them will be used in stage
3. Since M is usually 3 orders of magnitude larger
than NN, a significant amount of computational re-
sources would be wasted. Therefore, we choose to
use a pre-trained model to generate masks dynam-
ically in the stage 3 which will have little impact
on the training speed. We also provide some cost
analysis for stage 3 in Appendix H.

Furthermore, if we try to utilize the similar strat-
egy of stage 3 in stage 2, we would use a pre-trained
sentence embedding model corresponding to the
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base model to generate similarity scores. This
means that when we want to train or evaluate on
a different backbone, we would need to re-run the
same self-curation process on the data generated in
stage 1 again. This also leads to a waste of com-
putational resources. Besides, using an LLM to
evaluate a sentence triplet could be completed si-
multaneously with stage 1. When we choose to use
LLMs in stage 2 and a pre-trained model in stage
3, stage 1&2 and stage 3 will be responsible for the
dataset construction process and during-training
process, respectively. The high-quality training
corpus produced after stage 1&2 can be used in
training or evaluation of various base models in
similar settings in stage 3. We further include some
related case studies in Appendix 1.

Moreover, using a pre-trained sentence embed-
ding model in stage 2 will contradict our frame-
work’s objective in some scenarios. As previously
mentioned, we would choose a pre-trained model
corresponding to different base models to compute
the similarity scores. When the checkpoints of a
certain pre-trained model have not been released,
we can even train such models using the high-
quality training corpus, with the obtained model
used to provide masks in stage 3. However, this be-
havior assumes that we already have a high-quality
training corpus, which would be a significant chal-
lenge with only the corpus generated from stage
1, as demonstrated in the results of our ablation
study’s MultiCSR w/o stage 2&3. And stage 2 is
precisely designed as a necessary stage to improve
the quality of training corpus. Hence, attempting to
introduce a pre-trained model in stage 2 would re-
quire either a corresponding released checkpoint or
high-quality training data. In more extreme scenar-
ios, such as the low-resource scenarios, there is no
pre-trained sentence embedding model available,
and the sentences generated with only contrastive
generation strategy is not sufficient to form a high-
quality training corpus.

To demonstrate this, we further apply our Mul-
tiCSR to low-resource languages. We conduct ex-
periments on a rather small language: Tagalog (TL).
For training corpus, we leverage TED2020 from
Reimers and Gurevych (2020) with 1167 translated
sentence-pairs, and use only the sentences in TL.
The evaluation is performed by finding the most
similar sentence inside a corpus using cosine simi-
larity, with 1000 test pairs from LASER (Artetxe
and Schwenk, 2019). The results are shown in
Table 5. For a fair comparison, the only differ-

Method Accuracy %
SimCSEggRT 72.6
+ 77.9
+ & 84.2

Table 5: Performance comparison of different methods
on the low-resource language Tagalog. For SimCSE,
we only use the unlabeled sentences to train its unsuper-
vised version. We utilize ChatGPT for data generation.

ence of ChatGPT and MultiCSR is whether utiliz-
ing our proposed self-curation during contrastive
sentence pair construction. From the results, we
can observe significant improvement from utilizing
methods with LLMs, and the performance can be
further enhanced with MultiCSR. The evaluation
of applying MultiCSR to this challenging scenario
demonstrates the flexibility of our framework, en-
abling its broad applications across different do-
mains and even languages. These experiments also
demonstrate that, the conditions for introducing a
pre-trained sentence embedding model in stage 2
cannot always be guaranteed. Therefore, we sug-
gest to consider the proposed strategies in a way
we present in our paper.

Apart from these concerns, when only taking
the effectiveness into consideration, the similarity
scores provided directly by the LLMs are not as
accurate as those from a pre-trained sentence em-
bedding model, as shown in Section 2.1 and Table
1. This is also our motivation for why we choose
not to let the base model merely imitate the scores
computed by LLMs. In addition, there are some
alternatives for self-curation and in some scenarios,
they can even be combined together or iteratively
utilized in the same stage. We believe that our
self-curation strategy in stage 2 is a practical and
thoughtful solution, and we are also committed to
continuously explore other potential alternatives.

7 Conclusion

In this paper, we introduce MultiCSR, a novel
framework to contrastively refine the generation
of LLMs at distinct stages of training a contrastive
learning method, ensuring only high-quality and
suitable sentence pairs are utilized during the model
training. Experiments on standard STS tasks and
several downstream tasks demonstrate the effective-
ness of MultiCSR. Extensive analysis shows the
potential of our work and we hope to inspire future
work in achieving better sentence representation
learning with LLMs.
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Limitations

Despite the effectiveness of MultiCSR, there are
still some potential directions worth exploring and
we leave as future work. Firstly, as introduced
in 3.2, we employ pre-defined rules to control
the absolute and relative similarities of each pair
(4, x_) during the contrastive sentence pair con-
struction. However, a composite model can be
utilized here. As our generated sentence pairs are
in the same formats of NLI datasets (Zhang et al.,
2023), we can actually use a NLI classifier or its
combination with LLMs for self-curation. Never-
theless, utilizing a pre-trained NLI classifier also
poses a requirement for ground truth NLI corpus,
contradicting the main purpose of performing un-
supervised learning. Thus, we leave this as fu-
ture work and hope to propose some alternative
self-curation strategies. Secondly, in the first stage
of our framework, we perform contrastive genera-
tion with logits acquired from different instructions.
However, for closed-source LLMs, acquiring their
logits is impractical. Thus, a prompting methods
that can be incorporated into refining the generation
of LLMs will be valuable. Recently, a contempo-
rary method, self-correction, has been proposed to
address this issue. However, the effectiveness of
the techniques in this kind often depends on the for-
tuitous alignment of prompts or initial conditions,
making them labor-intensive, highlighting more ef-
ficient approaches. To sum up, these limitations
also illustrate the great potential of our method. It
is expected to be applied to various domains and
better serve more downstream tasks.
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Appendix
A Instruction Prompts

In this section, we give the details of our instruc-
tion prompts used in Cy text generation and self-
curation. In addition, for fair comparison with
SynCSE (Zhang et al., 2023), we utilize the same
entailment and contradiction prompts for genera-
tion. During the first stage of contrastive genera-
tion, we will randomly select one from the entail-
ment prompts and the other one from the contra-
diction prompts, and acquires the next-token logits
with the logits derived from these two instructions.

Entailment Prompt 1

Please paraphrase the input sentence or phrase, pro-
viding an alternative expression with the same mean-
ing.

Entailment Prompt 2

Rewrite the following sentence or phrase using dif-
ferent words and sentence structure while preserving
its original meaning.

Entailment Prompt 3

Create a sentence or phrase that is also true, assuming
the provided input sentence or phrase is true.

Entailment Prompt 4

Please provide a concise paraphrase of the input sen-
tence or phrase, maintaining the core meaning while
altering the words and sentence structure. Feel free to
omit some of the non-essential details like adjectives
or adverbs.

Contradiction Prompt 1

Revise the provided sentence by swapping, chang-
ing, or contradicting some details in order to express
a different meaning, while maintaining the general
context and structure.

Contradiction Prompt 2

Generate a slightly modified version of the provided
sentence to express an opposing or alternate mean-
ing by changing one or two specific elements, while
maintaining the overall context and sentence struc-
ture.

Contradiction Prompt 3

Transform the input sentence by adjusting, altering,
or contradicting its original meaning to create a log-
ical and sensible output sentence with a different
meaning from the input sentence.

Contradiction Prompt 4

Generate a sentence that conveys a altering, contrast-
ing or opposite idea to the given input sentence, while
ensuring the new sentence is logical, realistic, and
grounded in common sense.

While we utilize an LLM to measure the se-
mantic similarity, we will use the prompt as the
following:

Measuring Similarity Prompt

Scoring the semantic similarity of the following sen-
tences between 0.0 and 5.0, 5.0 means they have the
same meaning, 0.0 means they are completely differ-
ent: (a) “{x}”, (b) “{x,}:

B MultiCSR with Various Backbones

In our main results from Table 2, we improve the
performance of SimCSE by a large margin. It is
important to note that MultiCSR is general and can
be uniformly applied to different backbones. Thus,
in this section, we also conduct experiments with
representative contrastive sentence representation
learning methods PromptBERT (Jiang et al., 2022),
InfoCSE (Wu et al., 2022), RankEncoder (Seon-
woo et al., 2023) and RankCSE (Liu et al., 2023).
The results shown in Table 6 show that, our ap-
proach can consistently improve their performance
by a large margin, which also demonstrates the
strong generalization ability of our MultiCSR.

C Effect of Smoothing Coefficient w

Figure 5 shows the influence of the hyperparame-
ter w on our method’s performance. This parame-
ter adjusts the smoothness of logits derived from
noisy instructions. For all the evaluation, we uti-
lize opposite prompts as the noisy instructions. We
sample 100 sentences from the NLI premises and
conduct human evaluation. From the results, we
can see that performance tends to decline with neg-
ative w values, as the model becomes increasingly
biased toward the noisy instruction. Conversely,
excessively positive values (above 0.4) lead to a
quick deterioration in performance. Interestingly,
the model’s performance stabilizes between 0.2 and
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Model Avg.
BERT-base
SimCSE 76.25
+ MultiCSR 80.02
PromptBERT 78.54
+ MultiCSR 80.33
InfoCSE 78.85
+ MultiCSR 80.45
RankEncoder 80.07
+ MultiCSR 80.52
RankCSE 80.36
+ MultiCSR 80.79
RoBERTa-base
SimCSE 76.57
+ MultiCSR 81.01
PromptRoBERTa 79.15
+ MultiCSR 81.24
RankCSE 79.81
+ MultiCSR 81.45

Table 6: Performance comparison on different backbone
contrastive sentence representation learning methods
between with and without MultiCSR.
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Figure 5: Generation improvement by incorporating
noisy instruction with [; — w * it into our contrastive

generation stage.

around 0.4, indicating a certain level of robustness
to variations in w within this range. In our main
results, we consistently utilize w as 0.3.

D Self-Curation Strategies

In Section 3.2, we briefly introduce how we select
“high-quality” triplets like (x, @, , x_) after we get
the semantic similarity scores from the LLM C} as
a and b:

az=o
(e, xy,x_)€T,if<b<p . ®
azb+ry

We firstly conduct extensive experiments on differ-
ent combinations of hyperparameters «, 5 and ~.

@ Jé] y |71 Spearman’s
5 0 - 30.7k 82.42
5 1 - 37.7k 82.03
5 2 - 37.9k 81.67
5 3 - 47.8k 82.69
5 4 - 108.9k 79.77
4 0 - 48.8k 84.96
4 1 - 60.4k 84.80
4 2 - 60.7k 85.17
4 3 - 72.9k 85.69
3 0 - 51.6k 84.31
3 1 - 63.7k 84.48
3 2 - 64.1k 85.12
2 0 - 51.6k 84.29
2 1 63.8k 84.72
1 0 - 54.4k 83.13
4 4 1 134.0k 82.92
4 4 2 70.6k 83.30
4 4 3 60.6k 85.00
4 4 4 55.8k 85.19
3 3 1 76.4k 85.82
3 3 2 73.9k 84.70
3 3 3 63.4k 85.49
3 1 3 63.2k 84.35
2 1 2 63.8k 84.90
2 2 1 64.1k 85.13
2 2 2 64.0k 85.36
1 1 1 66.6k 85.42

Table 7: Studies of different self-curation strategies in
MultiCSR. The results are the development performance
of STS-B.

The results are shown in Table 7. Based on the re-
sults from Table 1, we know that directly utilizing
LLMs to measure the similarities may not be a wise
choice, but their provided signals can still help us
improve the quality of generated corpus. From the
results in Table 7, we can see that choices that are
not too extreme (e.g., set a to 5 or 5 to 0) tend to
give better results, which also demonstrate our con-
cern that “hard negative” and “hard positive” are
always important to provide sufficient challenges
to learn a better contrastive learning model.

E Ablation Study on Mask Indicator
Threshold

In this section, we perform an ablation study of
setting different mask indicator thresholds used in
Section 3.3 to mask in-batch false negatives. The
results are presented in Figure 6. As shown in
the figure, introducing the mask indicator mecha-
nism significantly improves the results. When the
threshold is set too low, the performance drops as
expected, due to the fact that too many sentences
are masked and few challenging inputs are given
to the model. Meanwhile, the purpose of filtering
out false negative sentences is not fulfilled if the

7888



S
=
g
= 86 |-
Q
(=9
wn
85 - MultiCSR (SimCSE-BERT)
—O— MultiCSR (SimCSE-RoBERT2)
| l l l l
0.75 0.8 0.85 0.9 0.95

Figure 6: The performance of MultiCSR with different
mask indicator thresholds. The results are the develop-
ment performance of STS-B.

threshold chosen is too high. Based on the experi-
mental results on STS-B development set, we set
the mask indicator threshold to be 0.9 across our
main context.

F Performance on Transfer Tasks and
BEIR Tasks

We also evaluate our approach on the follow-
ing transfer tasks: MR (Pang and Lee, 2005),
CR (Hu and Liu, 2004), SUBJ (Pang and Lee,
2004), MPQA (Wiebe et al., 2005), SST-2 (Socher
et al., 2013), TREC (Voorhees and Tice, 2000) and
MRPC (Dolan and Brockett, 2005). In these tasks,
a classifier is trained on top of sentence representa-
tions produced by different methods. We reported
the detailed performance of MultiCSR in Table
9. From the experimental results, we can see that
MultiCSR achieves the best performance on both
BERT}, . and RoOBERTa,,., which also shows the
potential of our method to be applied to different
downstream tasks.

To further evaluate our framework on real-world
applications, we also test the performance of Mul-
tiCSR on zero-shot information retrieval tasks
BEIR (Thakur et al., 2021) and include the re-
sults in Table 8. We directly utilize our trained
checkpoint to test and no in-domain data is used.
The results are shown in the following table with
nDCG10 scores reported, following BEIR. We use
all the tasks public in BEIR. For CQADupStack,
we evaluate each StackExchange subforum sepa-
rately and report the overall average scores. The
results show that our method can consistently im-
prove the performance of SimCSE on these tasks,

Dataset/Model SimCSE MultiCSR
MS MARCO 0.230 0.270
TREC-COVID 0.298 0.352
NFCorpus 0.125 0.149
NQ 0.141 0.182
HotpotQA 0.219 0.242
FiQA-2018 0.091 0.123
ArguAna 0.386 0.417
Touché-2020 0.089 0.129
CQADupStack 0.155 0.191
Quora 0.768 0.788
DBPedia 0.191 0.204
SCIDOCS 0.075 0.097
FEVER 0.122 0.174
Climate-FEVER 0.111 0.140
SciFact 0.329 0.381
Avg. 0.222 (1x) 0.256 (1.15x)

Table 8: Performance comparison on zero-shot informa-
tion retrieval tasks BEIR.

even before we use any unlabeled in-domain data.
We believe that better semantic similarity perfor-
mance is beneficial to the measurement of sentence-
pair relationship, and our method can help the base
model capture richer semantic information.

G Supervised Settings

In this section, we introduce how we perform su-
pervised settings on our method. Using demon-
strations is now a standard way to perform few-
shot (Brown et al., 2020; Agrawal et al., 2022)
inference on LLMs in various tasks. As a natural
semantic retriever, the pre-trained sentence repre-
sentation model P, can be utilized to find the most
proper demonstrations. Given the source sequence
x, we first compute its representation as P, (x),
and search over W (i.e., NLI premises specifically)
to find the most relevant demonstrations, based
on sim( P, (x), Pn(ac')) where sim(, ) calculates
the cosine similarity of two parameterized vec-
tors. We denote the set of L demonstrations as
D = (dy,ds,...,d;), and each demonstration d
will be either the entailment or contradiction hy-
pothesis of the premise z". To prevent the low
similarity demonstrations, we only choose premise
z" with sim(P,(x), Pn(a:k)) > )\, where )\ serves
as a hyperparameter threshold. Finally, the whole
text generation procedure without any parameter
updates can be formulated as the following:

y < Co([D;x;I]), x € W.

We have included the performance of several
combinations of different L and X\ in Table 10.
From the result, we can see that, although using
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Model MR CR SUBJ MPQA SST-2 TREC MRPC Avg.
BERT-base
SimCSE 81.18 86.46 94.45 88.88 85.50 89.80 74.43 85.81
DiffCSE* 81.76 86.20 94.76 89.21 86.00 87.60 75.54 85.87
PromptBERT 80.74 85.49 93.65 89.32 84.95 88.20 76.06 85.49
RankCSE 83.07 88.27 95.06 89.90 87.70 89.40 76.23 87.09
MultiCSR (SimCSE) 82.70 88.15 94.97 90.08 86.87 87.70 75.46 86.56
RoBERTa-base
SimCSE 81.04 87.74 93.28 86.94 86.60 84.60 73.68 84.84
DiffCSE* 82.42 88.34 93.51 87.28 87.70 86.60 76.35 86.03
PromptRoBERTa 83.82 88.72 93.19 90.36 88.08 90.60 76.75 87.36
RankCSE 83.32 88.61 94.03 88.88 89.07 90.80 76.46 87.31
MultiCSR (SimCSE) 84.70 90.69 94.40 89.38 89.42 89.62 77.01 87.89

Table 9: Performance comparison on transfer tasks. *: since they select the model based on the development sets of
transfer tasks, we retest their performance with their officially released checkpoints for a fair comparison.

L A Spearman’s
BERT-base
3 0.6 84.62
5 0.8 84.71
- - 84.55
RoBERTua-base
3 0.6 85.72
5 0.8 86.01
- - 85.83

Table 10: Studies of different number of demonstrations
L and similarity controlled thresholds A in MultiCSR.
The results are the development performance of STS-B.

Model Avg.
BERT-base
SBERT 74.89
SimCSE 81.57
MultiCSR w/o stage3 81.62
MultiCSR 81.97
RoBERTa-base
SRoBERTa 74.21
SimCSE 82.52
MultiCSR w/o stage3 82.27
MultiCSR 82.70

Table 11: Supervised performance on STS tasks.

demonstrations can be still helpful in our con-
trastive generation procedure, the improvement
compared with not using demonstrations is not so
significant. And inference with more demonstra-
tions will somehow increase the time required for
generation. Thus, in all our supervised settings,
we choose not to use demonstrations including the
results in Table 11.

After generation of 7, we would combine T
with ground truth corpus A/, which means, for
each premise in 7, there would be at least one
triplet with the same premise in A/. As an exam-
ple, we randomly sample a batch of size N from
T U N, the distribution of cosine similarity given

57.78%

Percentage

0.99%

0.07% 0.002%

0.39%

0?3 Dt4 0?5 0?6 Dt7 0?8 0?9
Similarity Scores
Figure 7: The percentages of consine similarity scores
provided by pre-trained supervised SImCSE-RoBERTa
on a randomly sampled batch of size 256.

by sim(P,(x), Pn(a:') ) between any premises and
(h{ﬂH hlf) (i.e., 2N (N —1) similarity scores here) is
shown in Figure 7. From the figure, we can see that
even excluding the entailment and contradiction hy-
potheses of each premise, there are still more than
18.6% sentences inside a batch having a similarity
score higher than 0.7. Thanks to mask indicator in-
troduced in Section 3.3, we can directly utilize this
mixed corpus for training without suffering from
false-negative problem. The results of supervised
MultiCSR are included in Table 11.

H Cost Analysis

We further provide a cost analysis of the time and
space. Since our stage 1&2 works before the in-
batch training stage, we provide the analysis of
the resource required to support our stage 3, under
different batch sizes. We test on a single NVIDIA
V100-32GB, and replicate a triplet 10K times as
the training corpus. The time and GPU memory
required for training are shown in Table 13, while
the inference time and space of our method remains
the same as theirs.
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Label

Original & Generated Sentences

Semantic Similarities

Premise One of our number will carry out your instructions minutely. -

Entailment A member of my team will execute your orders with immense precision. 4.5
Contradiction We have no one free at the moment so you have to take action yourself. 0.0
Premise He turned and smiled at Vrenna. -

Entailment He turned back and smiled at Vrenna. 5.0
Contradiction He turned and walked away. 0.0
Premise How do we fix this? -

Entailment How can we fix this? 5.0
Contradiction Let’s not worry about fixing this. 1.0
w/o We can’t figure out how to fix this. 4.0
Premise The economy could be still better. -

Entailment The economy is not at its best possible state. 4.0
w/o The economy is not good. 0.0
Contradiction The economy could be worse. 0.0

Table 12: Generated sentence triplets and the semantic similarities between the hypotheses and their premises. The
sentence and similarities are generated by on NLI premises. If we set the thresholds of filtering strategy as o = 3,
B = 3 and v = 1, the third triplet will not appear in the training corpus 7 because of unqualified contradiction
4.0 £ 3, and neither for the fourth triplet because of wrong entailment 0.0 # 3.

Batch Size | Time(s) | GPU Memory(MB)
SimCSE MultiCSR | SimCSE ~ MultiCSR
8 86(1x) 99(1.15%) | 3863(1x) 5225(1.35%)
16 62(1x)  SI(1.31x) | 4873(1x) 6080(1.25x)
32 55(1x)  75(1.36x) | 5661(1x) 8163(1.44x)
64 52(1x)  68(1.30x) | 7353(1x) 11965(1.63x)
128 S51(1x)  65(1.27x) | 11503(1x) 20137(1.75%)

Table 13: Time and memory cost analysis of perform
our stage 3, contrastive in-batch training.

It is worth mentioning that the data generated
in the first stage of our framework becomes more
lightweight after the second stage of self-curation.
This makes, although the time required to train
on the same dataset increases, the time we need
to train a model of MultiCSR is actually greatly
reduced. We assume that a training set has M sen-
tences, and the batch size is /N. In unsupervised
SimCSE, for each sentence, it will have 1 positive
pair and NV — 1 negative pairs, then there will be a
total of M * N pairs of similarity to be calculated
during training. In MultiCSR, for each sentence,
it will have 1 positive pair and 2N — 1 negative
pairs, a total of M % (2NN) pairs will be consid-
ered. But in our scenario, the value of M varies
greatly. For example, if we set the batch size to 64,
it takes 0.98h to train an unsupervised SimCSE on
1M Wikipedia sentences, with 1M * 64 = 64M
pairs. But after our first and second stages with
these sentences, only 0.19M triplets are left, with
0.19M * (2 * 64) = 24.32M pairs. Based on this,
it only takes 0.36/ to train our model.

I Case Studies

In this section, we present some generated triplets
using Flan-T5-XL in Table 12 with the premises

from NLI and semantic similarity scores for these
triplets. While the first two example triplets are
high quality data for training, the last two triplets
suffer from either the false-negative or the false-
positive problem if Stage 1 is not applied. For
example, in the third triplet, the contradiction sen-
tence generated without Stage 1 “We can’t figure
out how to fix this.” has a 4.0 high similarity score
to the premise sentence “How do we fix this?”, in-
dicating a false negative that can harm the training
if included. In our method, we can either avoid
these “low-quality” triplets by introducing Stage
1 or self-curation strategy by o = 3, = 3 and
~ = 1, which we proposed in Stage 2. For another
example, we can also exclude the third triplet in
training due to unqualified contradiction 4.0 £ 3
and avoid the false negative problem. From the
case studies we conduct, we can see that all com-
ponents are helpful in refining the generation of
LLMs, ensuring only high-quality sentence pairs
are utilized into model training.
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