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Abstract

Questions posed by information-seeking users
often contain implicit false or potentially harm-
ful assumptions. In a high-risk domain such
as maternal and infant health, a question-
answering system must recognize these prag-
matic constraints and go beyond simply answer-
ing user questions, examining them in context
to respond helpfully. To achieve this, we study
assumptions and implications, or pragmatic in-
ferences, made when mothers ask questions
about pregnancy and infant care by collecting
a dataset of 2,727 inferences from 500 ques-
tions across three diverse sources. We study
how health experts naturally address these in-
ferences when writing answers, and illustrate
that informing existing QA pipelines with prag-
matic inferences produces responses that are
more complete, mitigating the propagation of
harmful beliefs.

1 Introduction

Humans have varying information needs when they
ask questions (Taylor, 1962). Sometimes these
needs are easily inferred from the surface form,
such as in factoid questions (e.g. “Who is the 44th
president of the United States”). However, in a
question such as “Is there a good non-dairy baby
milk I can supplement for my newborn?”’, address-
ing the underlying false assumption “Newborns
can safely drink non-dairy milk” becomes part
of satisfying the unexpressed information need.
Complete answers to these types of questions must
not only address the surface question itself, but
also “question the question”, critically examining
its pragmatic needs.

These needs become magnified in sensitive do-
mains, such as consumer health or the legal domain.
In these settings, addressing pragmatic needs of
questions involves proactively addressing false as-
sumptions or implications in questions to ensure

* Equal contribution.

:|A: Yes. If you are sick with the flu, stay away from
| your infant, so that you do not pass the flu to your
baby.You can usually continue to breastfeed your baby
*|when you are sick, and if your baby is sick.

(efaute)’
Inference Extracted by Public Health Experts

Conversational Implicature:

: | All infections and illness can pass through 9

: \Vbreast milk.

A: Most common illnesses, such as colds, flu, or

: |diarrhea, can't be passed through breastmilk. In fact,
. | the antibodies in your breastmilk will help protect

: | your baby from getting the same sickness. But if you
have the flu, stay away from your infant, so that you
. |do not pass the flu to your baby. A caregiver who is

* | not sick should give your infant your pumped or hand

: |expressed milk during this time.

Figure 1: We ask public health experts to identify as-
sumptions and implications from questions and find that
incorporating them in a QA pipeline produces a more
complete answer.

that the asker does not continue holding inaccu-
rate beliefs that they may act on. For example, a
complete answer to the question about non-dairy
milk for newborns should address that while non-
dairy milk is viable for older babies, newborns and
infants need human breast milk or dairy-based for-
mula because they offer complete nutrition.

Language models have been shown to exhibit
sycophancy (Sharma et al., 2023), sometimes ad-
justing responses to align with a human user’s
view. However, helpful QA systems should not only
challenge false or subjective assumptions in ques-
tions (Kim et al., 2022) by verifying them against
a vetted corpus, but also infer the asker’s intent to
make sure that its answer satisfactorily addresses
their deeper information needs (Taylor, 1962), just
as humans do.!

We construct a dataset” of 2,727 assumptions

!“Pregnant” in our title also refers to its secondary defini-
tion, “full of meaning” (as in “a pregnant pause”) alluding to
the idea that questions are laden with implicit beliefs.

2https://github.com/nehasrikn/pragmaticfinFerencesfqa
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Question

Expert-Annotated Pragmatic Inference & Veracity

ROSIE Is it okay for my to color my hair after Hair dye chemicals can pass through breast milk from mother
(Maternal Health giving birth? to child. ( False/Unsure )
QA System) What is the advantage for not having an Avoiding an epidural contributes to a more "natural" and un-
epidural during the labor? medicated birthing experience. ( False/Unsure )
What cough medicine is appropriate for Some cough medicines can be secreted in breast milk. ( True )
breastfeeding mothers?
Is it safe to lay on my stomach at 28 Sleeping on the stomach while pregnant may have potential
Reddit weeks of pregnancy? risks ( False/Unsure )

Is it bad to use
bottles/nipples during feedings?
How can I
feedings for my 3-month-old baby?

different

increase the time between

Using different bottles or nipples for feeding may compromise
the baby’s latch. ( False/Unsure )

It may be possible to sleep through the night while still ensuring
the baby is fed. ( True )

When does the fetus begin to develop

Natural Questions memory?

What causes a rupture in the amniotic sac?

When do the clinical manifestations of an

ectopic pregnancy appear?

Fetuses have the ability to form memories. ( True )

There may be ways to prevent early amniotic sac rupture.
( False/Unsure )

There may be clinical manifestations of an ectopic pregnancy
that do not appear early on. ( True )

Table 1: Health experts identify pragmatic inferences from questions from three sources: Reddit, Natural Ques-
tions (Kwiatkowski et al., 2019), and questions asked to our domain-specific QA system, ROSIE (Mane et al., 2023).
They also determine the veracity of each inference and provide supporting evidence from a trusted web document.

and implications in 500 questions (§2) collected
from three diverse sources to study (1) how hu-
mans embed such assumptions and implications
in questions, and (2) the extent to which they are
naturally addressed in answers written by public
health experts. We then ground assumptions and
implications, two primary ways humans embed be-
liefs in questions, in existing linguistic theory of
presuppositions and implicatures respectively (§3).
We refer to presupposition and implicature collec-
tively as pragmatic inference. While recent work
has focused on the task of detecting and address-
ing false presuppositions in open-domain QA (Yu
et al., 2022), we find that false beliefs of question
askers are more likely to present as implicatures
than presuppositions (§4). We experiment with in-
ducing pragmatic behavior in existing QA pipelines
with state-of-the-art retrieval and machine reading
models (§5). On questions with at least one highly
plausible false pragmatic inference, our expert an-
notators rated responses from our pragmatic QA
system as more helpful and informative.

Thus, QA systems of the future must proactively
address assumptions and implications in questions
as they are increasingly deployed in sensitive do-
mains.

2 Collecting Assumptions and
Implications in the Wild

In contrast with factoid QA, systems deployed in
sensitive domains such as consumer health must

Maternal Health Reddit Natural

QA Questions
# questions 200 200 100
ans. length (# sent) 3.9 6.6 5.6
# inferences 1161 1114 452
% false/subjective 22.5 30.8 20.1
% true 77.5 69.2 79.9

Table 2: Dataset statistics stratified by question source.

proactively mitigate harm. In these settings, cor-
recting false assumptions is not optional: systems
must provide contextual answers that balance infor-
mation completeness with brevity.

Access to high quality healthcare in the United
States vastly differs across socioeconomic back-
grounds (Becker and Newsom, 2003). Such users
are often likely to turn to accessible internet re-
sources and—as of late—general purpose chat-
bots (Palanica et al., 2019). This motivates us to
focus on maternal and infant care, a challenging
area of consumer health where patients are con-
cerned with both their own physical health as well
as the health of their child.

To effectively study and induce pragmatic be-
havior in QA systems, the evaluation questions we
choose must reflect real-world experiences and sit-
uations for which there may not be a straightfor-
ward answer explicitly addressed in a single web
document. For example, answers to Natural Ques-
tions (Kwiatkowski et al., 2019, NQ)—a popular
open-domain question-answering dataset—can be
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found directly in short extracted text snippets from
Wikipedia (Table 1). In contrast, effectively an-
swering the subjective questions sourced from Red-
dit requires commonsense reasoning and domain
knowledge while identifying the asker’s intent.

We carefully construct a dataset of questions
from three distributionally distinct sources: a
domain-specific QA system we design and deploy
to pregnant and postpartum participants we re-
cruit (Mane et al., 2023), Reddit, and NQ. Then, we
introduce an annotation scheme to elicit assump-
tions and implications from these questions, vali-
date their plausibility, and finally collect support-
ing evidence to determine their veracity. Our final
dataset contains 2,727 assumptions from 500 eval-
uation questions (Table 2). We also include 150
development questions used to train annotators and
develop our QA systems.

2.1 Gathering a Diverse Set of Maternal and
Infant Health Questions

Maternal Health QA System. We source ques-
tions come from a maternal and infant health-
specific question answering system that we
build (Mane et al., 2023), henceforth referred to
as ROSIE. Users ask questions pertaining to preg-
nancy or infant health and are instructed that the QA
system does not have any personalized knowledge
of their individual medical history or pregnancy.

This system operates over a corpus of web docu-
ments we construct? from trusted sources including
United States governmental and hospital organi-
zations on maternal and infant health, and spans
salient topics such as pregnancy and postpartum
symptoms, developmental milestones, and infant
safety. Our end-to-end QA system, ROSIE, uses a
passage retriever and reranker to provide web pas-
sages as answers to study participants via a mobile
application. We randomly sample 200 anonymized
questions asked to ROSIE for our evaluation set and
50 questions for our development set.

Reddit. While the questions asked to ROSIE do
reflect real-world experiences, they are asked to
an automatic system and thus tend to include less
situational detail or implicit content. We turn to
Reddit* to capture long-tail questions that are about
the diverse set of unique situations a new or expect-

3Corpus available upon request. We use Barbaresi (2021)
to scrape 408,000 web documents which we split into passages
of 100 tokens following Karpukhin et al. (2020).

*https://www.reddit.com/

ing parent goes through. Table 1 highlights some
distributional differences between questions from
Reddit and other data sources. Our questions come
from four popular subreddits about maternal and
infant health: r/BabyBumps, r/breastfeeding,
r/NewParents, r/Mommit, and r/beyondthebump
from the pushshift’ dump.

We develop a series of heuristics as a recall-
oriented first step to identify questions with false
or subjective assumptions. We begin by select-
ing questions where an upvoted comment shows
assumption-correcting behavior or where a user in-
vokes their medical expertise, identified by a select
list of discourse markers (Appendix A). Of these,
we only retain posts beginning with a “wh” word,
filtering a few hundred thousand posts down to
2,858 questions.

As Reddit encourages community participa-
tion, many questions are “community seeking”
as opposed to information-seeking. To identify
information-seeking questions, we use GPT-3.5
(Ouyang et al., 2022) to filter medical questions
from non-medical questions (Prompt A.1) then
manually vet the final set of 297 questions. We
randomly sample 200 questions for our evaluation
dataset and 50 questions for our development set,
discarding the rest.

Titles of Reddit posts are often a hook or a sum-
mary of the entire post. Using the 50 development
questions, we use GPT-3.5 to minimally edit the
titular question to include crucial details from the
post description, providing a series of exemplars
(Prompt A.2). These rewrites mainly include the
age of a newborn or the stage of pregnancy from
the description, but sometimes include small situa-
tional details that contextualize the question. Two
authors validate all rewrites, keeping the original
title wherever both authors agree that the rewrite
changed the communicative goal of the asker.

Natural Questions. Lastly, we include maternal
and infant health questions from NQ to study
pragmatic aspects of factoid-style questions. We
embed all questions in the train set of NQ us-
ing the sentence-transformers (Reimers
and Gurevych, 2019) implementation of
all-mpnet-base-v2 (Song et al., 2020), in-
cluding unanswerable questions (Asai and Choi,
2021). We identify 2500 answerable questions
and 2500 unanswerable questions as maternal
health-related by identifying the top 100 nearest

Shttps://github.com/Watchfull/PushshiftDumps

7255


https://www.reddit.com/
https://github.com/Watchful1/PushshiftDumps

neighbors of 50 randomly sampled questions from
the development sets of Reddit and ROSIE.® From
this set, we randomly sample 1007 questions for
our evaluation set and 50 for our development
set. Though obtained with a nearest neighbors
approach, these questions greatly differ from those
obtained from our previous sources, as they reflect
the factoid QA-oriented tasks and goals of the
original dataset creators (Table 2).

Collecting Human Answers from Health Ex-
perts. We recruit a team of twenty health ex-
perts using Upwork® to annotate our data includ-
ing obstetricians and gynecologists (OB/GYNs),
nurses, lactation consultants, and public health ex-
perts, many of whom have experience with patients.
In addition, many of these expert annotators are
either currently pregnant or postpartum or have
been in the past. We ask a subset of six experts to
write helpful and informative long-form answers
to all 500 questions in our dataset (Figure 6, bot-
tom panel). While annotators write answers from
scratch, they must provide supporting web docu-
ments from the same list of verified sources we use
to build the corpus for ROSIE.

2.2 Identifying Assumptions and Implications

Inferring possible assumptions, implications, and
asker beliefs from patient questions in our domain
are challenging. In the past, others have extracted
assumptions using shallow signals from the surface
form of a question (Kim et al., 2021; Parrish et al.,
2021). While some assumptions or implications
in our dataset can be inferred directly from the
question expression, others require deeper domain
or experiential knowledge (Table 1).

Eliciting these assumptions and implications
from non-linguists is challenging as existing lin-
guistic frameworks (§3.1) are inaccessible or cum-
bersome for those unfamiliar with the theoretical
concepts behind them. As such, we operationalize
large-scale data collection by asking five annotators
from a different subset of our expert annotator pool
to first write a list of subquestions that an answer
to the original question would address (Figure 6,
top panel). Doing so primes annotators to reason

®We tried several different filtering heuristics, including
keyword-based detection, but the nearest neighbors approach
yielded the most topical questions.

"NQ questions make up a smaller proportion of our evalua-
tion dataset as we avoid diverting large amounts of annotation
resources to factoid-style questions.

8https://www.upwork . com/

about the intent behind a question as well as the
information needs of an asker. Then, we ask them
to write a set of sentences reflecting possible be-
liefs or assumptions that the patient may hold (or,
alternatively, beliefs that any complete answer to
the question must address). We emphasize that the
assumptions they write can be either medically or
scientifically true or false.

Then, we consolidate the set of subquestions
and human-written assumptions and beliefs into a
single set of assumptions and implications using
GPT-3.5 (Prompt B.1).

2.3 Annotating Inference Veracity

Lastly, we ask a new subset of eight expert annota-
tors to annotate whether each assumption and im-
plication in our dataset is medically or scientifically
true, false, or subjective and provide a supporting
web document from our list of verified sources
along with a passage from the document (Figure 6,
middle panel).

Validation. To verify that the assumptions and
implications we extract are plausibly inferrable
from the question, we recruit an additional pair of
health experts, which we refer to as expert valida-
tors, to rate inferences.” We sample 100 assump-
tions and implications judged as false or subjective,
and 100 true inferences and ask our expert valida-
tors to rate the plausibility of an inference on a 1-5
Likert scale based on how likely the question asker
is to believe the assumption or implication. Hence-
forth, we refer to this sample of 200 inferences
coming from 152 unique questions as INFERENCE-
SAMPLE. Both annotators judge the majority of our
inferences as plausible, with 80% and 95% rated
with a score of at least 3 (see Figure 4 for the rat-
ing scale). Spearman’s correlation between the two
annotators is 0.69. See Appendix C for more detail.

3 Grounding Assumptions and
Implications in Linguistic Theory

Assumptions and implications in our dataset map to
two well-studied phenomena in linguistic pragmat-
ics: presupposition and implicature (Grice, 1975;
Stalnaker et al., 1977). We begin with a short
primer of both types of pragmatic inference (§ 3.1)
and then discuss the implications of both types in a
QA setting (§ 3.2).

These expert validators were not a part of our dataset
construction.
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3.1 Two Types of Pragmatic Inference:
Presupposition and Implicature

A sentence S is a pragmatic inference of a ques-
tion Q if, depending on the context and conversa-
tional goals of discourse participants (Jeretic et al.,
2020), a human would believe that the asker of ()
believes or assumes S to be true. Henceforth, we
refer to the assumptions and implications that we
collect in our dataset as pragmatic inferences. We
review the two most relevant types of pragmatic
inferences: presupposition and implicature.

Presupposition. Presuppositions are implicit as-
sumptions in utterances taken for granted by dis-
course participants (Beaver, 1997). The question
“What vitamins should I stop taking after becoming
pregnant?” presupposes “I was taking vitamins
before becoming pregnant.” Presuppositions can
often be detected solely by the presence of a lexical
or syntactic trigger (Levinson et al., 1983). In the
example above, the word stop presupposes that an
activity was already in motion. We refer to these
presuppositions as “trigger-based”.

As we observe during the collection of our
dataset, domain or world knowledge is often
needed to capture presuppositions in real-world
data that are not apparent from lexical or syntactic
cues (Abusch, 2002). For example, the question
“Are multiple ultrasounds dangerous for my baby?”
does not directly result in non-trivial trigger-based
presuppositions. However, the asker of the question
presupposes that the effects of an ultrasound are
additive and hence asks about whether that additive
effective is dangerous.

Implicature. Implicature is a type of pragmatic
inference that is suggested by an utterance as op-
posed to part of its literal meaning (Grice, 1975).
Consider the question “Do most babies fit in new-
born clothes?” While the speaker understands that
newborn clothes fit some babies, their question im-
plies that not all babies fit in newborn clothes. As
we discover, a significant portion of inferences in
our dataset are implied from questions rather than
presupposed, but detecting and generating implica-
tures remain understudied in NLP.

Some implicatures are related to lexical items
or syntactic structure of utterances. For example,
the statement “These prenatal vitamins are in gum-
drop form, but are healthy” implies that gumdrops
are usually not healthy. Others are a function of a
speaker’s intent, beliefs, and other contextual ele-

ments (Zheng et al., 2021). While they are a part
of the content of an utterance, these implicatures
are not at-issue (e.g. the main point under discus-
sion (Potts, 2004; Koev, 2018)) and are not encoded
by the linguistic properties of a sentence (Allott,
2018). Consider the question “How can you tell
the difference between postpartum depression and
exhaustion?”. Reasoning about asker belief, we
may conclude that they are implying that the two
conditions should be treated differently, as one is
more serious than the other.

3.2 Presupposition and Implicature in QA

In a natural setting, as we discover, humans em-
bed both presuppositions and implicatures nearly
equally in questions (§4). However, from a linguis-
tic perspective, they represent different levels of an
asker’s commitment to the propositional content
of the inference (Peters, 2016). Presuppositions
are already a part of an asker’s world model. In
contrast, implicatures are likely beliefs that may be
negated in an asker’s subsequent utterances. Con-
sider the question “Is it normal for my baby to
move more than usual when closer to due date?”
with both the presupposition “There are factors
that contribute to changes in fetal movement as
the due date approaches” and the implicature “It
may not be necessary to be concerned if there is a
significant increase in fetal movement close to the
due date.” While both are false, the presupposition
is stronger, and is clearly in need of addressing in
a potential answer. As illustrated, these distinct
phenomena must be dealt with differently when
answering a question.

Related Work. Existing work in pragmatics in
QA focuses on open-domain question answering.
Kim et al. (2021) present the first study of presup-
positions in Google search queries using the Nat-
ural Questions (NQ) dataset (Kwiatkowski et al.,
2019) that are unanswerable due to false presup-
positions. However, their system only addresses
trigger-based presuppositions, overlooking the type
of deeper presuppositions present in our dataset de-
rived from world or domain knowledge. Other
work has looked at Google queries with question-
able assumptions (Kim et al., 2022) and false pre-
suppositions in open-domain Reddit questions (Yu
et al., 2022). Computational studies of implicature
have only focused on specific types, such as scalar
implicature (e.g., some X — not all X) (Schuster
et al., 2020; Zheng et al., 2021; Kabbara and Che-
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All Pragmatic Inferences in INFERENCE-SAMPLE
Veracity: False/Unsure
Inference Type: Presupposition

Inference Type: Implicature

Addressed Addressed

Not Addressed Not Addressed

Inference Type: Presupposition | Inference Type: Implicature

Addressed Addressed

Not Addressed

Not Addressed

Figure 2: Tree-map (Shneiderman, 1992) visualizing the distribution of expert-annotated pragmatic inferences in
INFERENCE-SAMPLE with their veracity, inference type, and whether or not they were addressed or not in the
expert-written answer to the question from which they came from. When users make false or subjective inferences,
they are more likely to do so as an implicature. Moreover, when an inference is false, it is more likely to be naturally

addressed in an answer by public health experts.

ung, 2022; Jeretic et al., 2020). As a result of the
context induced by our domain, implicatures in our
dataset extend beyond scalar implicature.

4 How do people ask and answer
questions?

Before we investigate the behavior of QA systems,
we first study how humans embed pragmatic infer-
ences in their questions (§4.1) as well as to what
extent they are naturally addressed by human pub-
lic health experts (§4.2).

4.1 Pragmatic Inference Type: Understanding
Speaker Commitment

When users ask questions, how strongly are they
committed to the inferences that experts identify in
their questions? Presupposition is a phenomenon
based on mutual acknowledgment of facts: when
a human makes a presupposition, not only are
they presuming the content of the inference, they
are also signaling the belief that their interlocutor
(here, a QA system) should believe it too.

On the other hand, implicatures are a softer way
for humans to express uncertainty. For example,
“Which immunity injections can I skip for my baby?”
and “Is it sufficient if my baby takes most immunity
injections” have the same underlying inference ( “I¢
is okay to pick and choose vaccines”), but is taken
for granted in the first (presupposition), whereas
loosely suggested in the second (implicature). We
want to distinguish inferences—separating impli-
catures from presuppositions—in our questions to
better characterize so that we can prioritize ad-

dressing stronger false inferences.

Annotation Framework. A pair of authors inde-
pendently annotate all inferences in INFERENCE-
SAMPLE as a presupposition or implicature by first
determining whether it is a proposition about the
world that the asker believes to be true, without
which the question would not be felicitous (pre-
supposition) or whether it involves deriving asker
belief through communicative principles (implica-
ture). Between authors, Cohen’s kappa is k = 0.85,
indicating strong agreement. Author annotators ad-
judicated the final inference type (see Figure 2 for
overall distribution), but individual annotator labels
and adjudication rationales are preserved as a part
of our dataset.

Findings. Presuppositions and implicatures are
balanced in INFERENCE-SAMPLE (Figure 2), with
a slight majority of inferences as implicatures, indi-
cating that many inferences that health expert anno-
tators identify are more subtle. When an inference
is true, it is almost equally likely to be a presupposi-
tion or an implicature. However, when users make
false or subjective (veracity marked “Unsure”) in-
ferences, they are more likely to do so via impli-
cature (Figure 2). Past work has looked into gener-
ating and verifying presuppositions in open-domain
QA, but identifying and addressing implicatures in
an effort to make answers information-complete
remains heavily underexplored. This finding high-
lights a key strength of our work: the ensuing con-
text from our specific domain tests the usefulness
of pragmatic inference in QA by allowing us to
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Pragmatic Inference Augmentation

retriever answer

reranker answer

full baseline
answer

inference-
augmented
answer

Figure 3: Our baseline and pragmatic inference-augmented QA pipelines. We experiment with retrieval, reranking,
and reading stages and a variety of instruction-tuned and prompt-based models.

extract a greater range of inferences.

In settings that lack such context (e.g. single-turn
open-domain QA), we are restricted to leveraging
lexical or syntactic signals from the surface form
of the question (Kim et al., 2021) since reason-
ing about asker belief is not possible without other
contextual signals. For example, in the absence
of additional context, the question “Should I push
grandparents for flu shot and tdap?” may give rise
to inferences involving the safety or effectiveness
of these vaccines for the elderly. However, upon
learning that this was asked in a web forum by
a postpartum mother, we may reason that she be-
lieves her infant may be at risk for contracting the
flu or other diseases if their grandparents handle
them unvaccinated.

4.2 Addressing Inferences in Expert Answers

When health experts are tasked with answering
questions, how likely are they to naturally address
inferences that users implicitly make? Studying
whether or not answers naturally address pragmatic
inferences (§ 4.2) gives us better insight into the
types of inference health experts, and in turn mod-
els, should prioritize when answering questions.

Annotation. We ask two annotators from our ex-
pert annotator pool to determine whether each infer-
ence in INFERENCE-SAMPLE is addressed, either
implicitly or explicitly, by the human-written an-
swer to its source question.

Findings. The majority of inferences in
INFERENCE-SAMPLE are addressed by the human-
written answer naturally (Figure 2). Importantly,
when an inference is false, it is more likely to
be naturally addressed. Moreover, a significant
number of frue inferences are also addressed by
an answer, indicating that health experts not only
aim to correct false or subject inferences but also
prioritize completeness. This key finding supports
one of the main arguments of this work: QA
systems must address pragmatic inferences in their
answers, just as humans do.

S Inducing Pragmatic Behavior in QA

Inducing pragmatic behavior in QA systems is not
straightforward. Existing systems are not trained to
proactively reason about asker beliefs, since many
popular QA datasets do not necessitate this type of
behavior (e.g. factoid QA).

We experiment with eliciting model answers that
address the pragmatic needs of questions, such as
refuting false inferences, using the pragmatic infer-
ences in our dataset. We inject inferences at each
stage of the classic QA pipeline: passage retrieval,
reranking, and machine reading (§5.1) and evaluate
outputs against expert-written answers with both
automatic and human evaluation (§5.2).

5.1 Experimental Setup

Corpus. We use the corpus from Mane et al.
(2023) of 408,000 documents from verified web
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sources on maternal health and infant care and aug-
ment the corpus with the sources that our expert
annotators found while both writing answers and
determining the veracity of inferences.

Baseline Models. As a baseline system, we use a
retrieval, reranking, and reading-based QA pipeline.
Contriever (Tlzacard et al., 2022), an unsupervised
dense passage retriever, identifies top relevant doc-
uments (n = 100) in our corpus given a ques-
tion. Those documents are reranked using TART-
full (Asai et al., 2022), a multi-task retrieval system
with a cross-encoder architecture (Instruction E.1).
TART is instruction-tuned, equipping it with the
flexibility to redefine passage relevance for dif-
ferent tasks. We feed the top five reranked doc-
uments to three different reader models: FLAN-T5-
xXL (Chung et al., 2022, 11 billion parameters), an
instruction-tuned, prompt-based encoder-decoder
model jointly trained on a multiple tasks with a
standard answer extraction prompt from Mishra
et al. (2022) (Instruction E.3), MISTRAL-7B (Jiang
et al., 2023) (an open source large language model,
Prompt E.4), and GPT-3.5 (Prompt E.4).

Augmenting Systems with Pragmatic Inferences.
In addition to retrieving the top 100 passages us-
ing the question as input, we retrieve the top 100
passages for each pragmatic inference of the ques-
tion (¢;...1x) as well. Then, for each pragmatic
inference ¢, we rerank the top 100 passages us-
ing a new inference-informed instruction (Instruc-
tion E.2) and select the top passage post-reranking.
We augment the top five reranked passages from the
question with these k top passages from each prag-
matic inference to feed to each reader (Prompt E.5).
During reading, we prompt MISTRAL-7B and GPT-
3.5 to address all k£ assumptions when generating
an answer. '’ To keep the same number of passages
fed to readers in the baseline pipelines as in the
inference-augmented pipeline, we add & extra pas-
sages to the top five existing ones. This ensures
that while the volume of information presented to
machine readers is the same in both pipelines, the
nature of the content differs, allowing us to mea-
sure the utility of inference augmentation during
retrieval and reranking. Figure 3 visualizes our
baseline and inference-augmented QA pipelines.

"We do not use FLAN-T5-XXL here because it struggled
with reading in the baseline setting.

5.2 Evaluation

We evaluate answers from seven pipeline varia-
tions against expert answers (Table 3): (1) The
No Reader baselines consist of the top retrieved
passage based on the input question (RETRIEVE-
ONLY) and the top reranked passage from the in-
put question (RERANK-ONLY), (2) three Baseline
Readers (BASELINE-FLAN-T5-XXL, BASELINE-
MISTRAL-7B, and BASELINE-GPT-3.5), and (3)
two Inference-Augmented pipelines INFERENCE-
MISTRAL-7B, and INFERENCE-GPT-3.5).

Automatic Evaluation Metrics. Three auto-
matic evaluation metrics measure the quality of gen-
erated answers: ROUGE (Lin, 2004) (both F1 and re-
call),BLEURT (Sellam et al., 2020), and QAFACTE-
VAL (Fabbri et al., 2022), a more recent QA evalu-
ation metric originally designed to measure the
faithfulness of summaries. GPT-3.5 scores the
strongest according to QAFACTEVAL, our main
evaluation metric because it—of the three metrics—
most closely captures information content. How-
ever, automatic evaluation of generated answers
does not capture several higher-level semantic and
pragmatic aspects of the question. Thus, we still
need experts to validate the answers.

Human Judgments. We ask our expert valida-
tors to score answers from the top-performing base-
line and inference-augmented pipeline (BASELINE-
GPT-3.5 and INFERENCE-GPT-3.5, on QAFACTE-
VAL respectively). For each of the 152 questions in
INFERENCE-SAMPLE, expert validators score both
model outputs simultaneously from 1-5 based on
completeness (instructions in Figure 5). Answers
typically received a score of 1 when they were off-
topic and missing crucial information, a score of 2
when they were topical but still missing crucial in-
formation, 3 when containing all essential informa-
tion to the question, 4 when most information was
present for completeness, and a score of 5 when
the answer was information complete. Judging the
information completeness of an answer is a subjec-
tive task, as reflected by the Spearman rank corre-
lation between their annotations (p = 0.34). While
the mean score of inference-augmented examples
is comparable to baseline answers (4.43 vs. 4.45),
annotators rated the inference-augmented answer
as equivalent or better than its baseline counterpart
in 75% of questions in INFERENCE-SAMPLE (see
Table 5 for examples).

We further focus on annotator preferences on our
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No Reader |

Baseline Reader

\ Inference-Augmented

RETRIEVE RERANK ‘FLAN-TS-XXL MISTRAL-7B  GPT-3.5 ‘MISTRAL-7B GPT-3.5

ROUGE-L (F1) 15.6(10.3)
ROUGE-L (Recall) 23.0(;5.7)

175(103)
19.5(10.9)

BLEURT 0.7200.31) 0.61(0.20)| -0.790.45)
QAFACTEVAL 0.69(1'05) 0.76(0'80) 116(15)
Human (/5) - - -

15‘89(13_7)
36.9(21.9)

1741 18760 | 162048  18.6(.0
152(68) 174(81) 132(57) 166(76)
-0.38(0.22)  -0.37(0.22)| -0.36(0.21) -0.38(0.22)

102065y 1.15(0.73) | 0.96(0.62) 1.17(0.75)
- 4.43 y 4.45

Table 3: Mean and standard deviations of automatic (ROUGE, BLEURT, QAFACTEVAL) and human evaluation
metrics per question. We report results for the top retrieved passage and the top reranked passage, and two modes
with and without access to human-written assumptions. Inference-augmented models perform competitively with
baselines, indicating the promise of inducing pragmatic behavior in QA models to mitigate harm.

original motivating population of questions—those
with highly plausible, false assumptions. Both an-
notators rate inference-augmented answers higher
than the default answers in the subset of questions
with at least one highly plausible, (plausibility=5)
false pragmatic inference (Table 4). We hypoth-
esize that the similar ratings received by the two
systems across all questions is due to shortcom-
ings in the instruction-following capabilities of
LLMs. Forcing the reader model to address prag-
matic inferences distracts it from answering the
question more completely, and does not always re-
sult in more helpful answers when the pragmatic
inferences are true. These results illustrate the
promise of inducing pragmatic behavior in QA mod-
els and represent a lower bound of their perfor-
mance, as none of the models we experiment with
were trained to optimize for addressing assump-
tions in questions.

6 Can inference extraction be automated?

While pragmatic inferences elicited from health
experts are informed by their expertise, they are
slow and costly to collect. Our QA experiments
use human-written inferences to establish an up-
per bound of answer quality with existing models.
However, a fully automatic pragmatic QA pipeline
must first generate pragmatic inferences relevant
to a question and then generate an answer that ad-
dresses the subset of false inferences. As such, we
experiment with generating pragmatic inferences
with GPT-3.5 (Ouyang et al., 2022) to understand
to what extent automating the process is feasible
with existing prompting and in-context learning.

Experimental Setup. We generate inferences
with GPT-3.5 for all questions in INFERENCE-
SAMPLE using seven in-context examples corre-
sponding to 37 different pragmatic inferences, as
more in-context examples yields diminishing re-

turns (Liu et al., 2022). We select pragmatic infer-
ences written by multiple expert annotators from
diverse user questions and randomly shuffle them
to prevent unwanted effects emerging from exam-
ple order (Si et al., 2022), including exemplars
from all three sources (ROSIE, Reddit, and NQ)
to capture distributional differences in their prag-
matic inferences. As humans naturally did, we let
GPT-3.5 generate varied numbers of inferences per
question.

Evaluation: Can GPT-3.5 generate human-like
pragmatic inferences? For each inference in
INFERENCE-SAMPLE, a pair of authors annotate
whether or not each human-written assumption is
semantically equivalent to at least one inference
generated by GPT-3.5 (Prompt F.1) with a Cohen’s
kappa of x = 0.88. Post-adjudication, 63% of
inferences were not present among model genera-
tions. When stratifying by inference type, 53% of
presuppositions and 71% of implicatures were not
present. This illustrates that just as they are more
difficult to detect, implicatures grounded in domain
knowledge are more difficult for language models
to generate.

7 Conclusion

We show that it is possible to induce pragmatic be-
havior in QA systems to correct latent false assump-
tions in the sensitive domain of maternal and infant
health. Next-generation QA systems deployed in
real-world settings must learn to address the prag-
matics of user questions. Though we have shown
the viability of explicitly inducing pragmatic be-
havior in models in this work, directions for future
work include training retrievers to inherently search
for evidence to address pragmatic inferences and
readers to reason on top of such evidence to tact-
fully and effectively challenge user beliefs.
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Limitations

Data are not multilingual. Although our partic-
ipants who provide questions come from diverse
socioeconomic and racial backgrounds, all of the
data we collect are in English. In addition, since
we require participants to be located in the United
States, the questions provided by participants are
only reflective of the healthcare needs of English-
speaking residents in the United States.

Choice of a single domain. While our approach
can be generalized to any other domain, all of our
data and experiments are confined to a single do-
main (maternal and infant health). We have not
validated that our conclusions generalize beyond
this particular important domain.

Pragmatics can be annotator-dependent. Fi-
nally, some degree of pragmatic inference is al-
ways dependent on the annotator, and we have not
validated that this is consistent across different an-
notator backgrounds.

Ethical Considerations

NLP systems are never a replacement for doctors
or clinical expertise, especially in high-stakes set-
tings. This work has grown out of collaboration
with public health experts to help disseminate med-
ically accurate but contextual information to new

or expectant mothers with limited access to health-
care. Upon detection of false or potentially prob-
lematic assumptions, patients can then be referred
to healthcare providers better able to provide infor-
mation than current QA systems. All of our data
was collected with IRB approval in consultation
with public health professionals.
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Plausibility Ratings by Health Expert Validators
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Figure 4: Ratings of expert validators of the plausibility
of inferences written by health experts in our dataset.
The majority of inferences are plausible.

A Reddit Question Filtering

A.1 Discourse Markers

Assumption Correcting Markers: "how-
ever,", "actually,", "as a matter of fact", "in
fact", "not true", "despite what you", "on

the contrary", '"common misconception",
"not exactly", "just to clarify", "you're con-
fusing", "correct me if i’'m wrong", "correct
me if i am wrong", "you're wrong", "we
have to remember that", "while that’s true",
"could be dangerous", "might not be the
best thing"

Expertise Invoking Markers: "as a doctor",
"as a medical professional", "i’'m a doctor",
"being a doctor", "as a nurse", "i'm a nurse",
"i’'m a medical professional", "being a nurse"

Prompt A.1: Medical vs. Non-Medical Question Identifica-

tion

Prompt: You are an expert in maternal and
infant health who specializes in finding
out whether a question posed by a new or
expecting mother is seeking opinion/community
participation, or whether it is a medical
question. Given a question, you must answer
whether it is question seeking medical advice or
if it is seeking personal anecdotes and sharing
experience. If it’s seeking medical advice,
answer with “medical”. Otherwise, answer
“non-medical”. If a question is under-specified,
| answer with “non-medical”.

J

Prompt A.2: Reddit Question Rewriting

Prompt: You will be shown questions about
maternal and infant health asked by users.
Each question contains a TITLE and DESCRIPTION
that elaborates on it, containing details that
are both relevant and irrelevant to answering
the question. Given a question TITLE and a
DESCRIPTION, your task is to incorporate only
the relevant details from the DESCRIPTION and
rewrite the TITLE into a REWRITE. If there are
no relevant details, return the TITLE. As a
general rule, keep the rewrite as similar to
the original question as possible. The rewrite
should be a question in a single sentence.
Title: How to Stop Co-Sleeping

Description:

Rewrite: How to wean my 11-month-old out of
Co-Sleeping?

B Consolidating Subquestions and
Assumptions and Implications into
Pragmatic Inferences

Prompt B.1: Question Consolidation

Prompt: Given questions asked by new or
expecting mothers, your task is to identify the
assumptions in them. For this task, you will
be given a QUESTION asked by a new or expecting
mother, some ASSUMPTIONS (as a list of beliefs
or assumptions) in those questions identified by
health experts, and some possible SUBQUESTIONS
(as a list) that public health experts have
identified to have the same information goals as
the original question. Given all three of these,
your task is to consolidate the SUBQUESTIONS
and ASSUMPTIONS into a single, exhaustive list,
called INFERENCES. Turning a SUBQUESTION into
an inference may involve just turning it into
a declarative sentence, or identifying the
assumptions made in the SUBQUESTION. Finally,
add the INFERENCES to the list of ASSUMPTIONS
and remove any duplicates.

C Further Details on Inference Validation

Plausibility scores are the outcome of a three-stage
process: (1) a pregnant or new mother holding a
belief that is latent while asking a question, (2) a
maternal health expert reasoning about these latent
beliefs of the mother from the question text, and fi-
nally (3) a different expert estimating the likelihood
of the beliefs extracted in Step 2 of this process.
The plausibility distribution in Figure 4 repre-
sents the results of Step 3. It is important to note
that the humans involved in each step of the pro-
cess are completely disjoint, and have little to no
information about each other. In 90% of inferences,
the validators agree that the extracted inferences in
Step 2 are indeed plausible. The 10% of inferences
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Your Task

The question below is asked by a pregnant or postpartum mother on a
topic related to pregnancy and postpartum symptoms, developmental
milestones, infant care, etc. We will present you with two answers to this
question. Please read the two answers and provide a score for each on a
discrete scale from 1 to 5 evaluating the quality of answer completeness.
If both answers are similarly poor, or similarly strong, you can give them
similar scores. A high quality answer should identify the information needs
of the question and make sure any assumptions are addressed without
excluding any major content you feel is necessary in a response to this
question. Higher quality answers may provide more comprehensive
information or include cautionary caveats.

Figure 5: Human evaluation instructions provided to
two expert annotators.

Mean Likert Score: Inference-

Default Answer Augmented
Expert Annotator 1 4.45 4.6
Expert Annotator 2 4.37 4.45

Table 4: Human preferences of answers on questions
with at least one high-plausibility false assumption.

that validators found less plausible is more a reflec-
tion of the subjectivity of pragmatic inference in
QA in general (see lines 686-690) than our usage
of GPT-3.5 a textual transformation tool.

In fact, experts themselves can disagree about
answers to questions or background inferences (a
finding echoed in Xu et al. (2023)), so we include
the plausibility study to reassure audiences that ex-
perts do find the inferences in our dataset plausible.

D Human Evaluation Details

Human Evaluation Annotation Instructions.
See Figure 5 for annotator instructions.

Annotator preferences on questions with a
highly plausible, false assumption. Human an-
notators prefer inference-augmented answers for
questions with a highly plausible, false assumption.
See Table 4.

E QA Model Prompts

E.1 Reranker Instructions

Prompt E.1: TART Baseline Instruction

Retrieve a passage from medical articles on the
web that answers the following question.

Prompt E.2: TART Pragmatic Inference Instruction

I want to check if the following assumption is
true or false. Retrieve an evidence passage for
me from medical articles on the web.

E.2 Reader Prompts

Prompt E.3: Flan-T5 Reader Prompt

You are an expert in maternal and infant health.
You are given a few passages below:

Context: {context}

Using information only from the passages
above, respond to the following question
with a helpful and complete answer. Use

information from multiple passages if necessary
to answer the question. Again, you are allowed
to only use information from the passages above.

Question: {question}

\ J

Prompt E.4: Mistral/GPT Reader Prompt

You are an expert in maternal and infant
health. You are given a few verified pieces of
information below:

Context: {context}

Using evidence only from verified pieces
of information above, respond to the following
question with a helpful and complete answer.
Use information from multiple sources above
if necessary to answer the question. In your
answer, do not reveal that you are fetching
information from these pieces of evidence. Use
information only from the verified sources
above, and not from any other sources.

Question: {question}

Answer:

\ J

Prompt E.5: Inference-Augmented Reader Prompt

You are an expert in maternal and infant
health. You are given a few verified pieces of
information below:

Context: {context}

Using information only from verified pieces of
information above, respond to the following
question with a helpful and complete answer.
As humans often make assumptions while asking
questions, your answer must address assumptions
made by the asker listed below.

Assumptions: {assumptions}

Use information from multiple sources above
if necessary to answer the question below and
address the ASSUMPTIONS. In your answer, do not
reveal that you are fetching information from
these pieces of evidence. Use information only
from the verified sources above, and not from
any other sources.

Question: {question}

Answer:
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Question (Q)

Default Answer (Ap)

Pragmatic Inference-Augmented Answer (A7)

When should I give
my baby fever re- ter shots if they are experiencing discomfort or extreme
ducing meds after discomfort due to the fever. However, it is important to

You should give your baby fever reducing medication af-

note that in most cases, a child does not need to be medi-
cated for a fever unless they are extremely uncomfortable.
The most important thing to do when a child has a fever
is to make sure they stay hydrated by drinking plenty of
fluids. If you are unsure whether your child should re-
ceive medication to address the fever or other symptoms,
it is recommended to consult with your child’s healthcare
provider.

It is not recommended to give your baby fever reducing
medication before or immediately after receiving shots.
Studies have shown that giving medication prior to a
vaccine visit may decrease the child’s immune response
to the vaccine. Fevers after vaccination are actually
a sign that the immune system is responding to the
vaccine. If your baby develops a fever after receiving
shots, it is generally not necessary to give them medica-
tion unless they are extremely uncomfortable. The most
important thing to do when a child has a fever is to make
sure they stay hydrated by drinking plenty of fluids. If you
are unsure whether your baby should receive medication
to address the fever or other symptoms, it is best to consult
with your child’s healthcare provider.

How warm canmy  To ensure the safety of your 4-month-old baby during
bath be while stay-  bath time, it is recommended to fill the basin with water
ing safe for my 4- that feels warm, but not hot, to the inside of your wrist or
month-old baby?

elbow. The water temperature should be comfortable for
your baby and should not pose a risk of burns or scalds. It
is important to check the water temperature before placing
your baby in the bath to prevent any potential harm.

The safe temperature for a baby may be different from that
for an adult. It is important to ensure that the bathwater is
warm, but not hot, for a 4-month-old baby. According to
the provided information, the water should feel warm to
the inside of your wrist or elbow. It is recommended to fill
the basin with 2 inches of water at this warm temperature.
This is to prevent the baby from getting burned or scalded
by hot water. It is important to note that babies are
not as adaptable as adults to temperature change, and
they can lose heat rapidly. Therefore, it is crucial to
maintain a safe and comfortable water temperature
for the baby during bath time.

pregnancy
tests be trusted?

According to pregnancy kit manufacturers, most at-home
pregnancy tests are 98% to 99% accurate when used ex-
actly as instructed. This means that positive results can
generally be trusted. However, it is important to note that
false negative results can occur if the test is taken too soon.
Therefore, it is recommended to wait until a sufficient
amount of time has passed since the possible conception
before taking a pregnancy test to ensure more accurate
results.

According to the information provided by pregnancy kit
manufacturers, most at-home pregnancy tests are 98% to
99% accurate when used exactly as instructed. Positive
results from these tests can be trusted. However, it is
important to note that false negative results can occur if
the test is taken too soon. Blood tests, on the other hand,
can detect pregnancy sooner and are the only tests that
can show specific amounts of HCG in the body...

Table 5: Outputs generated by a standard QA system and a QA systems informed by pragmatic inferences. Answers
from the pragmatic system better explicate their underlying inferences.

F Inference Generation Prompt

Prompt F.1: Inference Generation Prompt

When humans ask questions, they often have
certain assumptions or implications that are
embedded in the questions. These assumptions
and implications may be true or false, and
they may or may not be present in the surface
form of the question. Given a question asked
by a new or expecting mother, your task
is to identify all relevant assumptions and
implications in these questions and write them
in a list titled INFERENCES. Each inference
under INFERENCES should be an independent
and declarative assertion that represents an
assumption or an implication that the speaker
makes while asking the question.

\ J
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Consider the question asked by an expectant mother to their doctor: “What kind of music should I play my baby in the womb?” This question implicitly
makes some assumptions that may or may not be true:

1. Babies can hear sound in the womb.
2. Babies can differentiate music from other sounds.

5. There is a baby in my womb.
6. There are different kinds of music.

3. Hearing music positively influences fetal development.
4. (Assuming #3) Certain genres of music are more beneficial than others.

7. Music is something that can be played.

Unlike the assumptions in the blue box, the assumptions in the red box are linguistically valid, but are trivial. Identifying them doesn’t help us write more
helpful answers that address them. A complete answer to this question might address several sub-questions:

1. Does my baby hear sounds in the womb?
2. Can they differentiate music from other sounds?

3. Will listening to music somehow influence their fetal development?
4. Do particular genres of music influence fetal development more than others?

When patients ask questions to their doctors, they may implicitly make problematic, subjective, or false assumptions that are then explicitly corrected by
their doctor. This process is often seamlessly carried out in human conversation:

Patient: “How many glasses of wine a day can | drink while pregnant?”

Doctor: “Actually, there’s no safe amount of alcohol to drink during pregnancy! Growing babies are exposed to the same amount of alcohol as

you are, and the alcohol will pass through your placenta to your baby.”
Because this question starts with “how many”, the doctor inferred that the patient believed that there was an alcohol amount that was safe to consume.
Rather than answering “0O glasses are safe”, the doctor corrected this assumption, and explained the consequences of drinking any alcohol while
pregnant. On the other hand, chatbots may take questions at face value, failing to correct potentially harmful assumptions in questions. As a first step, we
want to ensure that chatbots can identify assumptions or implications inherent in user questions.

Your Task

1 Write a list of sub questions that an answer to the ol al question would answ nswers to these sub questions should reflect a complete and exhaustive
answer to the original question.

2 Write a set of sentences reflecting possible beliefs or assumptions that the patient may hold (or, alternatively, beliefs that a complete answer to the question must address). The
assumptions you write can be either medically or scientifically true or false. Please write all assumptions of both types you can identify. There is no set number of assumptions you can
extract: many questions may contain more than one assumption.

Consider the question asked by an expectant mother to their doctor: “What should | consume to increase breast milk?” This question implicitly makes
some assumptions that may or may not be true:
1. Breast milk production is affected by certain foods.

2. Increasing milk production is desirable.
3. Consumption of particular food or beverages is the optimal way to increase milk production.

When patients ask questions to their doctors, they may implicitly make these sorts of problematic, subjective, or false assumptions that are then explicitly
corrected by their doctor. In this task you will be shown:
. a patient question: this question was asked by a pregnant or postpartum mother and is related to experiences around pregnancy, postpartum, or
caring for an infant.
. a set of possible assumptions: these sentences reflect possible beliefs that the question asker may hold, or, alternatively, beliefs that any
complete answer to the question must address.

Your Task
You will be given a question and a set of possible assumptions. You must first verify whether or not the assumption is medically or scientifically true (or sound). Some assumptions may be true,

and others may be false. In order to mark an assumption as true or false, you must fin mpanying evidence from a w icle from main li

For each assumption associated with a given patient question, first, label whether the assumption is medically or scientifically true by finding a web document. Then, find one or more pieces of]|
text from that web document that explicitly provides evidence supporting or refuting the assumption. This span of text can be a phrase, a sentence, or an entire paragraph.

Your evidence to support or refute a particular assumption must come from a trusted source document. Do not use sources like Wikipedia, personal blogs, or popular consumer health
websites like WebMD or Healthline. Viable and reputable sources include US government websites (left) or US Hospitals or University Clinics (right):

Center for Disease Control (CDC): " . [index.htm Mayo Clinic: https://www.mavyoclinic.ora/
US Department of Health and Human Services: http: ealth.gov/ Seattle Childr : https:/www.seattlechildrens.ora/
Office of Women'’s Health (from Health and Human Services): htt, " e alth. / Hopkins Children’s: htt; www.hopkinsmedicin

usa.gov , Yale Medicine: https:/www.yalemedicine.org

National Library of Med : htt
el TG @ ERIENE: 1 Children's Hospital of Philadelphia: https:/www.chop.edu,

Given a question asked by a new or expecting mother, write a helpful and informative answer to the question. You can keep your answers to a couple short paragraphs. To write your answer,
please use and cite reputable sources such as:

Mayo Clinic: https:/www.mavyoclinic.ora/
Seattle Children’s: https:/www.seattlechildrens.org/
Hopkins Children’s: https://www.hopkinsmedicine.org/johns-hopkins-childrens-center

Yale Medicine: https://www.yalemedicine.org
Children's Hospital of Philadelphia: https://www.chop.edu/

A larger list of trusted knowledge sources websites can be found here. Note that you may use sources outside the above-mentioned sources as long as they are similarly reputable. Please
abstain from using blogs or for-profit websites such as WebMD, Healthline, or other consumer health websites. Your answer may contain text verbatim from the sources you visit to write a
complete answer to the question, but you can also paraphrase or summarize text across multiple sources.

Please do not use ChatGPT or other generative Al systems to write your answers, extract evidence, or summarize long documents.

Figure 6: Instructions given to each annotator for each phase of annotation. First, we show questions to annotators
and ask them to write sub questions and the assumptions present (top panel). Then, after passing these outputs to a
prompt-based model to extract consolidated inferences, we ask a different set of annotators to verify the veracity of
the inferences along with supporting evidence (middle panel). Simultaneously, we ask a third set of annotators to
write answers to questions without any inference supervision (bottom panel).
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