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Abstract

The paper focuses on the marginalization of
indigenous language communities in the face
of rapid technological advancements. We high-
light the cultural richness of these languages
and the risk they face of being overlooked in the
realm of Natural Language Processing (NLP).
We aim to bridge the gap between these commu-
nities and researchers, emphasizing the need for
inclusive technological advancements that re-
spect indigenous community perspectives. We
show the NLP progress of indigenous Latin
American languages and the survey that cov-
ers the status of indigenous languages in Latin
America, their representation in NLP, and the
challenges and innovations required for their
preservation and development. The paper con-
tributes to the current literature in understand-
ing the need and progress of NLP for indige-
nous communities of Latin America, specifi-
cally low-resource and indigenous communi-
ties in general.

1 Introduction

In a rapidly changing world with the advent of
cutting-edge technologies, the emergence of Ar-
tificial Intelligence (AI), and the development of
highly intelligent systems, it is essential to draw
our attention to communities that seem to dwell
in a different realm, detached from the whirlwind
of global progress. These individuals, those who
do not possess the knowledge or ability to speak
the world’s dominant languages, risk becoming
increasingly marginalized and alienated from the
ever-changing global landscape. But who are they,
and why are they so crucial to the broader tapestry
of human existence? These questions beckon us
to delve deeper into the significance of preserving
and promoting indigenous languages.

The people who speak indigenous languages rep-
resent a rich tapestry of cultural diversity (Naka-
gawa and Kouritzin, 2021). They are the bearers of

unique worldviews, traditions, and ancestral knowl-
edge that have been passed down through gener-
ations. These languages are not just a means of
communication; they are vessels of history, folk-
lore, and the wisdom of their communities. When
we neglect or lose these languages, we forfeit a
vital part of our collective human heritage. Each
indigenous language holds the key to preserving
a distinct cultural identity and the intangible yet
invaluable assets that come with it.

Indigenous languages face an even greater de-
gree of underrepresentation within the field of Nat-
ural Language Processing (NLP). Joshi et al. (2020)
have highlighted a striking fact: over 88% of the
world’s languages, spoken by approximately 1.2
billion people, have been overlooked and continue
to be neglected in the realm of language technolo-
gies. Blasi et al. (2022) have further emphasized
that while linguistic NLP tasks such as morphol-
ogy analysis exhibit a more inclusive approach to
language diversity, user-facing NLP tasks like ma-
chine translation (MT) tend to be less accommodat-
ing. In today’s information age, NLP techniques
have become pervasive in their application on the
internet, significantly shaping the content we en-
counter daily. Consequently, the absence of NLP
technology support for endangered languages re-
stricts their visibility to users. This unfortunate sit-
uation exacerbates the issue of linguistic marginal-
ization, as regular exposure to a language is piv-
otal for its continued use and development. Con-
versely, most NLP research exhibits a bias toward
languages with abundant resources, neglecting a
wide array of linguistic typologies (Joshi et al.,
2020) and often relying on the availability of exten-
sive datasets. Incorporating endangered languages
into NLP research can serve to assess the general-
izability of NLP models (Bender, 2011) and pro-
mote the pursuit of universal and resource-efficient
approaches. The lack of alignment between the
under-representation of indigenous languages in
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NLP and the pressing need for their inclusion moti-
vates the creation of this study. Our aim is to bridge
the gap between these Latin American communi-
ties and researchers, facilitating a more profound
and reciprocal dialogue. By compiling insights,
challenges, and innovations related to indigenous
languages, we hope to provide researchers with a
clearer roadmap, helping them prioritize what is vi-
tal and pressing. This paper seeks to offer a compre-
hensive overview of the current needs in the realm
of NLP, ultimately fostering a more inclusive, col-
laborative approach to technological advancements
that respect the unique perspectives and aspirations
of indigenous Latin American people.

We summarize the contributions of this paper as
follows:

• Report and discussion of the current state-of-
the-art NLP research efforts for indigenous
Latin American Languages.

• Analysis of challenges and opportunities in
contributing to this space.

• We provide recommendations for researchers
interested in indigenous Latin American Lan-
guages based on community feedback.

2 Overview of Indigenous Languages of
Latin America

Indigenous peoples, who make up around 5% of
the world’s population, collectively preserve more
than 7,000 distinct languages, showcasing their re-
markable linguistic diversity (Nations, 2023). In
Latin America, notable indigenous languages in-
clude Quechua, which traces its origins to what
is now Ecuador and Peru with around ten million
speakers; Guarani, which serves as the official lan-
guage of Paraguay with over six million speakers;
Nahuatl with approximately two million speakers
in Mexico, Aymara is spoken by about two million
people in Peru, Chile, and Bolivia, and Mapundung
(Mapuche), an influential indigenous language with
unclear origins in Chile and Argentina (Nations,
2023). Indigenous languages hold a significance
extending well beyond mere markers of identity or
community affiliation. They encapsulate the ethi-
cal values derived from ancestral wisdom, foster-
ing a profound connection with the land, and stand
as a vital cornerstone for preserving indigenous
heritage and nurturing the aspirations of younger
generations. This critical situation of indigenous

languages is substantiated by data from (Nordhoff
and Hammarström, 2012), revealing the existence
of around 86 language families and 95 language
isolates in the region, with an alarming number
of these languages classified as endangered. The
imminent threat of extinction primarily stems from
state policies. Some governments actively engage
in eradicating these languages, including extreme
measures such as criminalizing their use, reminis-
cent of the historical context during the early colo-
nial era in the Americas. Furthermore, the plight of
indigenous languages is exacerbated by the denial
of the existence of indigenous peoples in certain na-
tions. This denial relegates their languages to mere
dialects, affording them less recognition in com-
parison to national languages, thereby accelerating
their decline (Degawan, 2019).

The linguistic panorama in Latin America
showcases an extraordinary assortment of in-
digenous languages, encompassing diverse lan-
guage families, isolates, and unclassified linguis-
tic forms (Campbell et al., 2020). With an esti-
mated tally of approximately 650 languages, in-
cluding both existing and extinct varieties, this
region stands as a testament to the multifaceted
cultural and historical legacy it holds (Wikipedia,
2023). Distinctive language families like Mayan,
Na-Dené, Algic, Arawakan, Tupian, Quechuan,
Cariban, and Uto-Aztecan, among others, con-
tribute significantly to this intricate linguistic fabric,
each carrying profound significance in reflecting
unique socio-cultural heritages throughout Latin
America. This linguistic richness permeates seam-
lessly across the entire region, presenting a shared
legacy of indigenous linguistic diversity. Cur-
rent efforts aimed at documenting and preserv-
ing these languages emphasize their crucial role
in upholding the deep cultural heritage and iden-
tity of indigenous communities across Latin Amer-
ica (Wikipedia, 2023).

The map presented in Figure 1 offers a vi-
sual representation of the indigenous languages
that continue to be actively spoken across Latin
America (Dockrill, 2023). A recent report from
Statista (Statista, 2023) highlighted that approx-
imately 7.5% of the Latin American population
use native or indigenous languages as their mother
tongues.
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Figure 1: Modern Indigenous Languages in Latin America. Source https://adockrill.blogspot.com/2012/
05/map-of-contemporary-latin-america.html

3 Overview of efforts in NLP research for
indigenous Latin American languages

This section discusses the progress of NLP works
for Indigenous Latin American languages. We
used ACL Anthology1 to search NLP works and
searched the literature using keywords: Latin Amer-
ica, indigenous language of Latin America, indige-
nous language of (*) – * denotes Latin American
languages.

3.1 Number of indigenous languages present
in NLP research per country

Figure 2 shows the number of indigenous lan-
guages included in NLP research/work per country.
Out of 33 countries in the Americas, we found that
NLP works for indigenous languages spoken in
14 languages with five languages, and the rest of
the countries have 1 to 4 languages of indigenous
languages represented in NLP research, with 22
languages in total. Following Mexico, Brazil and
Peru have 15 and 12 languages, respectively, repre-
sented in NLP research. Argentina comes next with
nine languages, followed by Chile, Paraguay, and
Bolivia, which each have five languages included,
and the rest of the countries have 1 to 4 languages
included.

The number of languages depicted in the figure

1https://aclanthology.org/

Figure 2: Number of indigenous languages present in
NLP research per country

per country shows that most languages are left be-
hind in NLP research in each country. For example,
in Mexico, the government recognizes 68 indige-
nous languages. However, only around half (22) of
the indigenous languages are represented in NLP
research; in Peru, over 70 indigenous languages are
spoken, but only 12 languages are present in NLP
research.

3.2 Number of publications per language vs
task

Figure 3 illustrates the number of publications
available for each language vs tasks. From the
figure, we observe that Quechua has more re-
search and publications in different downstream
NLP tasks, while languages like Shipibo-Konibo,
Nahuatl, Aymara, and Guarani also have a good
representation, covering more than 2 NLP tasks.
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Figure 3: Number of publications per language vs tasks. We did not include publications, tasks, and languages from
shared tasks like AmericasNLP in these statistics.

Figure 4: Total number of publications per task

Still, the majority of the languages present in pa-
pers only have one publication or NLP task. This
clearly shows the under-representation of indige-
nous Latin American languages in NLP research.
This highlights a critical gap in linguistic diversity
in NLP research in indigenous languages of Latin
America, emphasizing the need for increased focus
and resources towards underrepresented languages
to foster a more inclusive and equitable technologi-
cal advancement.

3.3 Total number of publications per task

Figure 4 depicts the overall number of publications
per task. As we can see from the figure, the ma-

chine translation task (MT) is the most researched
NLP tasks, with ≈ 40% of overall publications,
while Treebank, Morphological Analyzer, and Au-
tomatic Speech Recognition (ASR) have more than
≈ 5% publications.

We also found 12 MT shared task papers submit-
ted in shared tasks organized by AmercasNLP in
2021, 2022, and 2023 that propose different meth-
ods to tackle MT problems in diverse indigenous
Latin American languages.

3.4 Publication per year, venues and type
Figure 5 shows the overall research efforts of NLP
publications for Latin American languages. As we
can see from the figure, workshops are the domi-
nant type of publication venue, surpassing confer-
ences, and when we observe the specific venues,
AmericasNLP and LREC are the leading venues
over others. When we look at the years and number
of publications, we see that the number of publica-
tions is increasing over time, and we can see dra-
matic changes starting in 2021. This clearly shows
that the AmericasNLP workshop, which started in
2021, increased opportunities for researchers work-
ing in Latin American languages to publish their
work. We observed more publications in LREC, a
conference dedicated to publishing resources for
different languages. We can observe the publica-
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tions in top NLP conferences like ACL, EMNLP,
EACL, etc.

4 Reflection from the community and
researchers

To better understand the challenges of working in
indigenous languages and recommend a suitable re-
search direction for interested researchers, we con-
ducted a survey with students, indigenous language
speakers, and researchers working on indigenous
languages.

Survey Design – Our survey focuses on two
groups of people: (1) researchers who are famil-
iar with NLP or/and working on indigenous Latin
American languages and (2) the indigenous lan-
guage community.

Participant Selection – We contacted re-
searchers (including professors) and students from
two research institutions in Latin American coun-
tries and researchers from regional NLP groups.
We explained the aim of the survey and its out-
put to them, and we received 27 responses in total
from them. To survey indigenous language speak-
ers and the general public, we used ClickWorker2,
a survey outsourcing platform to hire participants
from all Latin American countries. We received
350 responses from them; all participants hired by
ClickWorker are paid for their work.

Survey Questions – Our survey consists of
19 questions, from which nine questions ask
about participants’ general information like Gen-
der, Age, Education, Country, indigenous lan-
guages they speak/are familiar with, and their oc-
cupation/experience. The remaining questions are
about indigenous languages and NLP, challenges
and needs, collaboration, and support. All the re-
sponses are anonymous and will not cause any
harm to the participants. We received board ap-
proval from our institution before conducting the
study. Figure 6 shows statistics of the survey re-
sponses.

We categorized our survey questions into four
main topics as follows:- 1) What challenges do re-
searchers and indigenous communities encounter in
NLP research for indigenous languages? 2) What
does the community need to save/preserve their
languages? 3) What opportunities do we currently
have to develop different NLP tools for these lan-
guages? 4) What future direction should be con-
sidered to increase the research works for these

2clickworker.com

languages?
What challenges do researchers and indige-

nous communities encounter in NLP research
for indigenous languages?

NLP for indigenous languages involves develop-
ing computational tools to process and understand
these languages, which often have rich oral histo-
ries but limited written records, at the intersection
of technology, linguistics, and cultural preservation
(Ward, 2018). Preserving and revitalizing native
languages is crucial for indigenous communities
as it helps them maintain their cultural identity
(Marmion et al., 2014). Moreover, it allows re-
searchers to broaden the scope of NLP to include
more diverse and inclusive languages, moving be-
yond the currently dominant ones in the field (Joshi
et al., 2020).

Regarding the challenges faced by researchers
and the indigenous community, we received the
following responses: Researchers - highlighted the
following key issues:- lack of access to resources,
lack of effort from the scientific community, lack
of indigenous language speaker involvement in
the creation of the gold standard dataset. In con-
trast, respondents from indigenous community -
emphasized the following challenges: lack of in-
clusion of the indigenous community in research
process, little interest from the government, the
greatest inclusion of anglicisms and new technol-
ogy.

Based on the responses received, it is evident
that there are multiple challenges at play when it
comes to NLP research in indigenous Latin Amer-
ican languages. We observed different responses
regarding challenges from researchers and com-
munities. Researchers are more focused on the
availability of resources and scientific community
efforts, whereas responses from the indigenous
communities are more focused on including the
indigenous community in the research process and
the government’s interest. The foremost problem
is the lack of resources, which implies that these
communities need additional tools and support to
become active participants in scientific research.
This problem is further aggravated by the scientific
community’s need to be more proactive in incor-
porating indigenous knowledge and perspectives,
suggesting an imbalanced approach to the research
and development process.

Moreover, the under-representation of indige-
nous language speakers in creating key datasets
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(a) Venues (b) Publication type (c) Year vs Publication

Figure 5: Publication per year, venues, and publication types

(a) Age distribution (b) Country distribution (c) Education statistics (d) Gender distribution

Figure 6: Demographic statistics of the participants

is a significant barrier to inclusivity. This exclu-
sion restricts the diversity and richness of the data
and undermines the relevance and usefulness of
research outcomes for indigenous populations.

These issues are further exacerbated by the lack
of interest shown by governmental bodies, which
indicates more extensive systemic neglect. The
prevalence of Western concepts, the use of Angli-
cicisms, and new technologies suggest a cultural
overshadowing. It is necessary to give more con-
sideration and importance to indigenous ways of
knowing and doing. In science and technology, in-
digenous voices and needs are marginalized, lead-
ing to a homogenized and less inclusive approach
to research and technological advancement.

What does the community need to
save/preserve their languages?

Linguists advocate for the use of one’s native lan-
guage as an essential initial measure in safeguard-
ing any linguistic heritage. Without such efforts,
indigenous languages risk gradual erosion under
the influence of dominant group languages. A crit-
ical inquiry arises: are our technological strides
fostering increased utilization of native languages,
thereby empowering speakers of these languages?
Or are they reinforcing the dominance of widely
spoken languages? Essentially, do these advance-
ments contribute to the preservation of languages?

The insights from survey respondents high-
lighted the distinct yet interconnected roles of stake-
holders, such as technology companies, govern-
ment entities, and academic institutions. Technol-
ogy companies emerge as crucial contributors, pro-

viding essential financial and technical resources.
These resources can be subsidized for the indige-
nous communities to facilitate better outreach and
access to technology. Governments, as outlined
by respondents, are urged to play a proactive role
by implementing incentive policies. The role of
academic institutions is also pivotal in facilitat-
ing collaborative research. By bringing together
a diverse range of experts and actively involving
indigenous communities, these institutions address
the unique challenges NLP poses for indigenous
languages. Developing educational resources and
training programs should also emerge as a strategy
to promote a better understanding of NLP technolo-
gies within indigenous communities. Investors are
encouraged to formulate and invest in AI applica-
tions that actively contribute to the preservation
of indigenous culture, stressing the inclusion of
the indigenous community in the process and hav-
ing them guide the priorities on what is needed for
their communities and avoiding acculturation. In
alliance with educational institutions, governments
are advised to focus on providing broad education
for indigenous communities, allocating resources
to include them in technological advancements,
thus preventing the disappearance of native lan-
guages. Institutions are positioned as key players
in this comprehensive approach, with a responsibil-
ity to facilitate new technologies, provide economic
assistance, and offer training and support for the
holistic development and preservation of indige-
nous languages and cultures in Latin America.

Central to these suggestions is the imperative to
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involve members from indigenous communities at
all stages of development, ensuring representation
and cultural sensitivity. The call for representa-
tive data collection highlighted the importance of
diverse datasets to train NLP models effectively.
Transparency, documentation, and ethical audits
were recommended practices by the respondents to
address algorithmic bias and promote accountabil-
ity. The survey emphasized respecting copyright
and cultural rights and the development of trans-
lation tools that consider linguistic and cultural
nuances.

Cultural sensitivity and understanding are
paramount in integrating NLP technologies within
indigenous contexts. Recommendations included
avoiding generalizations, conducting extensive
studies on indigenous peoples to inform technol-
ogy development, and better understanding their
culture for a respectful approach. Respondents em-
phasized profound respect for indigenous peoples’
customs, thoughts, and traditions, advocating for
active listening and keeping NLP applications sep-
arate from indigenous culture to prevent misappro-
priation. Additionally, effective communication
and collaboration with indigenous communities
were highlighted as crucial. This involved direct
contact with leaders and representatives, leverag-
ing online resources for independent dissemination,
and actively involving communities in projects and
initiatives. Open-source initiatives were encour-
aged for transparency, and integrating indigenous
community members in projects was recommended
for genuine inclusion.

Respect and privacy were repeated subjects in
the responses, emphasizing the importance of es-
tablishing agreements that honored cultural bound-
aries and avoided privacy invasion. Recommenda-
tions included respecting people’s decisions, adapt-
ing to community preferences, and conducting ac-
tivities at the community’s pace and within their
cultural context. This collective emphasis on re-
spect and cultural understanding forms a crucial
foundation for ethical and meaningful engagements
with indigenous communities. The respondents
also addressed the importance of government and
policy involvement for the welfare of indigenous
communities. Recommendations included gov-
ernment intervention, human rights organizations,
public policies, and union work. The comments
stressed the necessity of government support for
effective and sustainable initiatives benefiting in-

digenous communities.

A multifaceted approach to education and
awareness is recommended, with an emphasis
on comprehensive awareness programs, education,
changing paradigms, and targeted initiatives to dis-
seminate accurate information. Teaching the lan-
guage and creating awareness through meaning-
ful work have been suggested as effective ways to
instill mutual respect among individuals, with a
specific focus on educational workshops as practi-
cal tools for achieving these goals. Practical steps
and actions were proposed, including hiring native
speakers, direct contact with communities, on-site
research, and putting indigenous languages on plat-
forms. The implementation of compensation sys-
tems, limits, and sanctions were suggested for fair
collaboration and accountability. Adapting NLP to
the reality of indigenous communities was recom-
mended for relevant applications, supporting and
preserving indigenous languages and cultures.

The survey comments also highlighted strategic
recommendations for research and development,
emphasizing increased investment, detailed studies,
regularizing efforts with protocols, and implement-
ing oversight and monitoring systems. Improving
resources, expanding language databases, and in-
vesting in the preservation of languages and di-
alects were key strategies. The survey underscored
the importance of contributing resources for com-
prehensive studies, utilizing advanced technologies,
and staying current through updated research and
surveys. The overarching theme was a strategic and
well-supported effort to advance research and un-
derstanding of indigenous languages and cultures.

What future direction should be considered
to increase the research works for these lan-
guages?

Despite the challenges discussed earlier in this
section, promising opportunities exist to promote
NLP research and tools for these languages. Based
on Figure 4, it is evident that a substantial por-
tion of researchers in these languages are exploring
MT. However, there remains a crucial need for
researchers to focus on tasks that have received
less attention. This requires a thorough examina-
tion of the current status and necessary advance-
ments for each language, including the identifi-
cation of tasks present or absent within their re-
spective linguistic contexts. Drawing from previ-
ous efforts to support extremely low-resource lan-
guages (Maldonado-Sifuentes et al.; Llitjós et al.,
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2005; Gasser, 2011; Mager et al., 2021), we present
a discussion on certain tasks and assess the lan-
guages in which these tasks can be effectively im-
plemented.

• Machine Translation (MT) - Most of NLP
research in indigenous Latin American lan-
guages centers on MT, as indicated in Fig-
ure 3. While certain languages like Quechua,
Shipibo-Konibo, Nahuatl, Aymara, Guarani,
Mapudungun, and Wixarika have garnered
considerable attention in MT research, nu-
merous others, such as Yánesha, Yoloxochitl
Mixtec, Tepehua, Otomi, Popoluca, remain
relatively unexplored, lacking both research
initiatives and associated tools within this do-
main.

• Morphology - is crucial for understanding
the linguistic intricacies of Indigenous Latin
American languages, which are esteemed for
their cultural richness and offer valuable in-
sights into human linguistic diversity. De-
spite their significance, these languages often
lack resources for morphological research and
technological development. Researchers have
initiated various morphology-related tasks,
such as morpheme segmentation, annotated
corpora, analyzers, and transducers, particu-
larly focusing on languages like Quechua and
Nahuatl. However, there remains a signifi-
cant gap in tools and research for many other
languages, as illustrated in Figure 3. Some
of these languages are Apurinã, Asháninka,
Bribr, Cabécar, Jopara, etc.

• Speech Recognition and Translation - Figure 3
shows that several efforts have been made
for ASR and speech translation for Quechua,
Yoloxochitl Mixtec, and Wixarika, but the ma-
jority of languages such as Raramuri, k’iche,
Akuntsu, Apurinã, Aymara, etc. still need
tools and researches in this domain.

• Named Entity Recognition (NER) and Part-
of-Speech (POS) tagging - represent two es-
sential NLP tasks for which there is a notable
scarcity of tools and research dedicated to in-
digenous languages. As illustrated in Figure 3,
the majority of languages, such as Quechua,
Shipibo-Konibo, Guarani, Kakataibo, Jopara,
among others, suffer from a lack of resources
for these specific tasks.

• Treebank - is a parsed text corpus that an-
notates syntactic or semantic sentence struc-
ture (Taylor et al., 2003), are fundamental for
the development of various NLP tools in any
low-resource languages. Lexical databases
are crucial in enhancing NLP systems by of-
fering a foundation for understanding a lan-
guage’s lexicon. This necessity is highlighted
by the statistics presented in Figure 3, where
Shipibo-Konibo stands as the sole exception,
underscoring the need for such resources for
these tasks.

• Language Identification (LI) - is another pri-
mary requirement for facilitating the develop-
ment of language technologies for these lan-
guages. Figure 3 shows that LI can be an ideal
initiative in NLP tasks for languages such as
Mazatec, Maya, Mixtec, Kaapor, Popoluca,
and many more.

• Natural Language Inference (NLI), as de-
picted in Figure 3, along with machine trans-
lation (MT) and speech recognition tasks, pos-
sesses some resources, albeit limited, in lan-
guages like Quechua, Asháninka, Aymara,
Bribri, Guarani, Nahuatl, and Shipibo-Konibo,
while other languages such as Mapudungun,
Mexicanero, Yorem Nokki, Yine, Popoluca,
among others, lack any resources for NLI.

• Word embeddings - as indicated by the statis-
tics in Figure 3, are notably absent for these
languages, with the exception of Guarani, de-
spite their significance and the demonstrated
value as essential tools for any language.

Country vs frequency of responses
Figure 7 shows the frequency of responses vs the

country of respondents for the first question: What
challenges do researchers and indigenous commu-
nities encounter in NLP research for indigenous
languages? As we can observe from the figure, the
responses from participants from different coun-
tries reflect common challenges. When we see the
frequency of the responses that Limited resource,
Lack of access, Language/culture preservation
and Lack of interest from government have a
higher frequency than the others.

Limited Resources - Latin American indige-
nous communities face a multitude of challenges
in adopting NLP and AI, primarily due to limited
resources. Financial and technological constraints
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Figure 7: Frequency of response distribution across different Latin American countries

hinder their access to advanced technologies, while
the lack of digitized linguistic resources threatens
language preservation. Limited data availability
and difficulties in accessing modern technology
further impede progress. Economic factors, includ-
ing insufficient investment, pose significant barriers
to technology adoption.

Lack of Access - manifests in various forms,
including limited resources for technological in-
frastructure and education. Many communities
struggle with inadequate internet connectivity, hin-
dering their ability to utilize modern technologies
effectively. Additionally, geographic isolation and
economic constraints exacerbate the issue, prevent-
ing access to essential tools and resources. Lack of
education and training further compound the prob-
lem, as does the preservation of cultural identity,
which can sometimes conflict with the adoption of
new technologies. We added a detailed explanation
about this response in Section B.

5 Takeaways

5.1 Opportunities for NLP researchers and
indigenous communities

As discussed in Section 3, we observed promis-
ing works progress for Latin American indigenous
languages, especially a dramatic increase in pub-
lications for those languages in recent years. We
observed the following takeaways from Section 3.

Indigenous languages – We observe the promis-
ing number of publications for languages like Nahu-
atl, Quechua, Shipibo-Konibo, Bribri, Mapudun-
gun, Aymar, and Wixarika in different NLP do-
mains.

NLP tasks – We observe different works done
for indigenous languages of Latin America; from
those NLP tasks, MT is one of the leading tasks
for those languages. We also observe high-level
NLP tasks like the Pre-trained language model
for Quechua and low-level NLP tasks like spell
checker, morphological analyzer, and Treebank for
most languages.

Community impact – We also observe the im-
pact of communities like AmericasNLP by creating
environments for researchers to present and publish
their works, which Figure 5 notices.

5.2 Community reflection

Feedback from researchers and indigenous com-
munities pointed out interesting points regarding
challenges, community needs, and future directions.
Researchers working on these languages should in-
clude the community in every research process to
gain the community’s trust and obey the commu-
nity’s customs.

6 Conclusion

In this work, we explore the research progress in
indigenous Latin American languages, and we con-
duct a survey study to identify the challenges when
working on these languages, as well as the needs
and future directions of the research in NLP re-
search. We hope this study will show some direc-
tion for researchers interested in indigenous Latin
American languages and low-resource indigenous
languages in general.
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7 Limitations

This study is limited to Latin American languages
and NLP research efforts on those languages. The
analysis focused only on showing the research ef-
forts in the area of NLP; we did not include a de-
tailed literature review for downstream NLP tasks.
For the overview, we only used ACL Anthology
papers. The summary of the responses from the
community and researchers may or may not be
generalized to a broader society or languages. As
discussed in the paper, the motivation of this study
is to show the works that have been done for indige-
nous Latin American languages and to understand
the challenges and needs of the community and the
scientific community.

8 Ethical consideration

We conducted the survey after board approval from
our institution and agreement from the respondents,
who agreed to participate in the study. Participants
also consented to the use of their data and responses
for research work and publication. All the survey
participants are anonymous, and we did not in-
clude questions that expose their anonymity. The
Clickworker platform compensates all community
members who participated in this survey.
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B Country vs frequency of responses
explanation

No awareness/Knowledge: This lack of aware-
ness manifests in various forms, including limited
understanding of the technologies themselves, un-
certainty about the availability and accuracy of
datasets for indigenous languages, and a general
lack of information about AI and NLP applications
tailored to their needs. Additionally, there is a
sense that the lack of knowledge leads to a lack
of interest and devaluation of indigenous culture
and people. Some attribute this lack of knowledge
to educational barriers, linguistic challenges, and
cultural resistance to change.

Language/Culture Preservation: Language
preservation emerges as a primary concern, as
many indigenous languages lack representation in
digital tools and face the risk of being lost or altered
over time. Cultural preservation is also highlighted,
with a focus on maintaining traditions, customs,
and ancestral knowledge. The lack of options and
resources in indigenous languages exacerbates the
challenge, as does the resistance to modern technol-
ogy due to its potential impact on linguistic identity.
Despite these obstacles, these communities have a
strong desire to preserve their languages and cul-
tures, indicating the need for tailored solutions that
respect their unique identities and address their spe-
cific linguistic and cultural needs.

Little interest from Govt: This limited inter-
est is evidenced by the absence of public policies
and initiatives aimed at utilizing these technologies
for the benefit of indigenous communities. Addi-
tionally, there is a lack of resources and support
from governments for the development and preser-
vation of indigenous languages and cultures. Insti-
tutional marginalization, discrimination, and lack
of recognition exacerbate the challenges faced by
these communities, leading to social isolation and
hindering their access to essential resources and
opportunities.

Lack of involvement of indigenous commu-
nity : This lack of involvement stems from various
factors, including resistance to change and new
technologies within indigenous communities, lim-
ited education and knowledge about technological

aids, and cultural barriers. Additionally, there is a
perception of exclusion and discrimination, with in-
digenous languages and cultures often overlooked
or undervalued in the digital world. Furthermore,
there is a need for greater inclusion and integration
of indigenous perspectives and languages in the
development of NLP and AI technologies to ensure
that these tools adequately serve the needs of in-
digenous communities and contribute to preserving
their languages and cultures.

Lack of effort from scientific community: This
lack of effort is characterized by insufficient re-
search and interest in developing solutions tailored
to the needs of indigenous languages and cultures.
Many feel that the scientific community should pri-
oritize adapting NLP and AI technologies to native
languages to preserve cultural identity and ensure
inclusivity.

Limited Resources: Latin American indige-
nous communities face a multitude of challenges
in adopting NLP and AI, primarily due to limited
resources. Financial and technological constraints
hinder their access to advanced technologies, while
the lack of digitized linguistic resources threatens
language preservation. Limited data availability
and difficulties in accessing modern technology
further impede progress. Economic factors, includ-
ing insufficient investment, pose significant barriers
to technology adoption.

Lack of Access: This lack of access manifests
in various forms, including limited resources for
technological infrastructure and education. Many
communities struggle with inadequate internet con-
nectivity, hindering their ability to utilize modern
technologies effectively. Additionally, geographic
isolation and economic constraints exacerbate the
issue, preventing access to essential tools and re-
sources. Lack of education and training further
compound the problem, as does the preservation
of cultural identity, which can sometimes conflict
with the adoption of new technologies.
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