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Abstract

Current decoder-based pre-trained language
models (PLMs) successfully demonstrate mul-
tilingual capabilities. However, it is unclear
how these models handle multilingualism. We
analyze the neuron-level internal behavior of
multilingual decoder-based PLMs, Specifically
examining the existence of neurons that fire
“uniquely for each language” within decoder-
only multilingual PLMs. We analyze six lan-
guages: English, German, French, Spanish,
Chinese, and Japanese, and show that language-
specific neurons are unique, with a slight over-
lap (< 5%) between languages. These neurons
are mainly distributed in the models’ first and
last few layers. This trend remains consistent
across languages and models. Additionally, we
tamper with less than 1% of the total neurons in
each model during inference and demonstrate
that tampering with a few language-specific
neurons drastically changes the probability of
target language occurrence in text generation.

1 Introduction

Recent studies have frequently demonstrated the
excellent multilingual abilities of pre-trained lan-
guage models (PLMs). Some PLMs explicitly mix
multilingual language corpus for pre-training (Lin
et al., 2021; Scao et al., 2022), whereas others
mainly use an English-dominant text corpus, with
the unintentional inclusion of a low percentage of
multiple language texts, which results in the acqui-
sition of multilingual skills, such as Llama2 (Tou-
vron et al., 2023). How do they exhibit multilingual
abilities?

Prior studies have focused on language-universal
neurons activated across multilingual inputs,
mainly focusing on encoder-based PLMs (Antverg
and Belinkov, 2022; Stanczak et al., 2022; Chen
et al., 2023; Stanczak et al., 2023; Varda and

!Code and model-generated texts are available at https:
//github.com/kojima-takeshi188/1lang_neuron
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Figure 1: Overview of our proposal. (Left) Finding
language-specific neurons that tend to be activated for
a target language. (Right) Controlling the detected
language-specific neurons by forcing their activation
during inference to manipulate the probability of target
language occurrence.

Marelli, 2023). In contrast to encoder-based mod-
els, which might be sufficient to abstract inputs,
decoder-based PLMs need to recover the language-
specific information in the later part of the gen-
eration. Therefore, language-specific processing
within these models should be a more complex and
essential functionality compared to the encoder-
based ones. However, few studies have focused
on the existence and activity of language-specific
neurons in decoder-based PLMs (See Section 2).

This study examines the behavior of language-
specific neurons in decoder-based PLMs. Specif-
ically, we analyze multiple decoder-based PLMs,
including XGLM (564M, 1.7B, 2.9B), BLOOM
(560M, 1.7B, 3B), and Llama2 (7B, 15B), for
six languages (English, German, French, Spanish,
Chinese, and Japanese). To investigate language-
specific neurons, we adopt an approach proposed
by Cuadros et al. (2022), which finds neurons that
activate on a certain group of sentences (Positive
sentences) but do not activate on other groups (Neg-
ative sentences). We treat the target language texts
as positive and any other language as negative, iden-
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tifying language-specific neurons that statistically
activate positive sentences (See Section 3). The
experimental results demonstrate that the identified
language-specific neurons are mainly distributed in
the first and last few layers of the model. This trend
remains consistent across multiple languages and
model variants. To verify the effect of the neurons,
we intervene in language-specific neurons in the
model during inference, showing that they can dras-
tically change the probability of the target language
occurrence during text generation (See Section 4).

2 Related Work

Previous studies analyzed the internal behavior
of PLMs for multilingual tasks by observing the
activation of their neurons. Several studies have
found that language-universal neurons are activated
across multilingual inputs in encoder-based PLMs
(mainly M-BERT, see Pires et al. (2019)) for var-
ious task settings, including syntactic or factual
knowledge tasks (Antverg and Belinkov, 2022;
Stanczak et al., 2022; Chen et al., 2023; Stanczak
et al., 2023; Varda and Marelli, 2023). However,
studies of encoder-based PLMs have not focused
on the identification of language-specific neurons.
Mueller et al. (2022); Bau et al. (2019) studied
decoder-based language models to find the multi-
lingually shared neurons. Similar to the encoder-
based PLMs, limited research has focused on the
existence and activity of language-specific neurons
in decoder-based language models.

Various methods can be used to identify and con-
trol neurons (Sajjad et al., 2022). Several studies
have identified and intervened in neurons for effec-
tive word editing or classification (Mu and Andreas,
2020; Dai et al., 2022; Mueller et al., 2022; Chen
et al., 2023; Varda and Marelli, 2023). In contrast,
few studies have investigated the identification and
intervention of neurons for full-text generation for
a desired concept, for example, Bau et al. (2019)
for LSTM models and Cuadros et al. (2022) for pre-
trained transformer models. Cuadros et al. (2022)
have proposed an approach for controlling text gen-
eration on Transformer-based decoder models, and
proven its effectiveness. Therefore, we use it as
an analytical tool in our experiments with decoder-
based PLMs.

3 Method

We identified and controlled neurons specific to
each language based on the approach of Cuadros

et al. (2022), with appropriate modifications for
our experiments. This approach was originally
developed to identify and control neurons that re-
spond to specific word-level concepts, such as ho-
mographs or gender biases. However, we aimed to
find neurons that grasp broader sentence-level and
language-specific concepts; therefore, we modified
the original approach for our purpose.

3.1 Finding Language-specific Neurons

First, we prepared text for each language. We con-
sidered a set of |L| languages. For each language
l € L, we prepared N; texts, which resulted in
N = Ni+...+ Ny +...4+ Ny texts for all the lan-
guages. Let z = {z;} ., be the set of all the texts.
Our goal was to find neurons that activate text in
the target language I; € L but do not activate text
in other languages L \ {l;}. For each text z; € z,
we assigned a label b; = 1 if the text was in the
target language (i.e., [ = [;); otherwise, b; = 0.
Therefore, we had

sentences, where 1V, lj positive sentences consisted
of texts in the target language [ (i.e., b; = 1) and
N;, negative sentences consisted of texts in other
languages (i.e., b; = 0). For example, if the target
language [; was French, French texts were assigned
label 1, and texts in other languages, such as Ger-
man and Chinese were assigned label 0.

Second, we observed the activation value of each
neuron inside the model given the input text. We
assigned a unique index m € M to each neu-
ron. | M| denotes the total number of neurons in
the model. Let z,; € z, be the output value
of neuron m when text x; € =z is provided as
an input to the model. Here, we explain in de-
tail how this value can be calculated. Specifi-
cally, text x; is composed of a sequence of T'
tokens z; = {wj1,..., Wiy, ..., w;r}. Therefore,
given the input text, there exist 7" output values
{Zm.i1s s Zmyijs --Zm,r} for neuron m inside
the decoder-based Transformer model. We take
the average of the 7" neuron outputs to summarize
the output value of neuron m for the text i.

Zmi = f(Zmity s Zmiity - 2mir),  (2)

where f is the aggregation function of the average
operator. While the original approach (Cuadros
et al., 2022) defines f as a max-pooling operator,
our approach defines f as an average operator to
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identify neurons that consistently activate across to-
kens for language identification purposes. The out-
put values of the [PAD] token position are excluded
from the aggregation as an exception because they
are regarded as noise.

Third, language-specific neurons were identi-
fied. We regarded the dataset {z;, b;, zm i 1Y as
the prediction task samples. Specifically, we re-
garded texts {x;}}¥, as inputs to the model, labels
{b;}¥ | as their ground truth, and the output values
of neurons {z,;}Y, as the prediction scores of
the ground truth. We can measure the performance
of neuron m for the task using its average preci-
sion (AP,, = AP(zm,b) € [0,1]), which is the
area under the precision-recall curve with different
prediction thresholds. We measured AP, for all
neurons and ordered them in descending order.

In the original approach, only the top-k neurons
in descending order were defined as identified neu-
rons. However, this only considers strong positive
correlations (i.e., the top-k highest AP neurons)
with labels, leaving out strong negative correlations
(i.e., the top-k lowest AP neurons) with labels. We
hypothesize that not only the top-% neurons but also
the bottom-k neurons are strongly related to a spe-
cific language. Therefore, we extended the original
approach by considering not only the top-k neurons
but also the bottom-% neurons, defining them as
language-specific neurons. We validate our claim
experimentally in Section 4. We set £k = 1000
as the default value across the experiments. Note
that the neurons at the input layer (word embed-
dings) and output layer (projection layers) were
excluded from the measurement because it is clear
that these layers consist of language-specific mod-
ules: they consist of language-specific characters
or (sub-)words.

3.2 Controlling Language-specific Neurons

We controlled text generation by overriding the
output values of the top-k£ and bottom-k neurons
with fixed values during inference. Specifically, we
calculated the fixed value for each neuron m as
follows:

Zm = Median({z,|b = 1}). 3)

This is the median of the neuron outputs for the
target language texts. During inference, we inter-
vened in the top-k and bottom-k neurons by replac-
ing their outputs with fixed values in the forward
pass and observed whether the models generated
texts in the target language.

Model # Params # Layers # Neurons
XGLM 564M 24 221,184
1.7B 24 442,368

29B 48 884,736

BLOOM 560M 24 221,184
1.7B 24 442,368

3B 30 691,200

Llama?2 7B 32 1,359,872
13B 40 2,129,920

Table 1: Model list used for the experiments.

en de fr es zh  ja
XGLM 490 54 47 53 81 40
BLOOM 30.0 - 129 108 16.2 -
Llama2 89.7 02 02 0.1 0.1 0.1

Table 2: Distribution of languages in pre-training data.

4 Experiment Settings

4.1 Models

XGLM (Lin et al., 2021), BLOOM (Scao et al.,
2022), and Llama2 (Touvron et al., 2023) were
used in the experiments. XGLM and BLOOM
are explicitly referred to as multilingual language
models. By contrast, Llama2 was trained almost
entirely on an English text corpus, with minimal
inclusion of other languages. Table 1 lists the mod-
els used in the experiments. All the models were
downloaded from HuggingFace (Wolf et al., 2019).
Table 2 describes the distribution of languages in
the pretraining dataset for each model.

4.2 Datasets

The following six languages were used in the
experiment: English (en), German (de), French
(fr), Spanish (es), Chinese (zh), and Japanese (ja).
These six languages are frequently targeted in prior
studies of multilingual language models; they are
among the top seven languages in terms of the
percentage of languages included in the XGLM
pre-training data (Lin et al., 2021). Owing to the
limitations of the available computer resources, the
number of languages analyzed was limited to six,
as described in the limitations section.

To create a language-specific text corpus, we
combined two datasets, PAWS-X (Yang et al.,
2019) and FLORES-200 (Costa-jussa et al., 2022).

’XGLM information is cited from https:
//huggingface.co/facebook/xglm-2.9B. BLOOM
information is cited from https://huggingface.co/
bigscience/bloom#languages.
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Figure 2: Distribution of Top, Middle, Bottom-1000
neurons across layers. 1st row:(XGLM-564M, de). 2nd
row:(BLOOM-1b7, fr). 3rd row:(Llama2-13b, zh).

PAWS-X is a dataset for paraphrase identification
between two texts for seven languages, including
the aforementioned languages. FLORES-200 is
a dataset of machine translation tasks for more
than 200 languages. The sample sentences in these
tasks were of good quality, had a wide variety of
text types, and covered the six languages required
for our experiments. Therefore, a combination of
these factors was used. For this experiment, texts
were randomly sampled in a 1:1 ratio from the two
datasets to create ground- truth texts for each lan-
guage.

Following Cuadros et al. (2022), we apply a
setting of N, > Nlj to account for the much
larger variance of negative than positive examples.
Negative samples contain texts from five language,
whereas positive samples contain texts from only
one language. Specifically, we prepared 500 texts
for each language, totaling 3000 texts for all six
languages. As Cuadros et al. (2022) pointed out,
the choice of NV, lf and N is arbitrary, usually a
tradeoff between the computing resources available
and the quality of the representation required. In
addition, Cuadros et al. (2022) set the sample sizes
of both positive and negative examples between
100 and 1000. Therefore, we considered 500 to
be a reasonable value. After specifying a target
language, we identified language-specific neurons
for the target language using the method described
in Section 3.

5 Results and Discussion

The experimental results are summarized in this
section. See the Appendix for the full results across

de en es fr ja zh

de 2000 41 74 39 44 34
en 41 2000 34 41 49 40
es 74 34 2000 57 77 22
fr 39 41 57 2000 21 93
ja 44 49 71 21 2000 27
zh 34 40 22 93 27 2000

Table 3: The number of overlapping language-specific
neurons between languages (XGLM-564M).

all models and languages.

5.1 Finding Language-specific Neurons

We identified language-specific neurons using the
method described in Section 3. Figure 2 shows
histograms of the identified neurons for each layer
in each model. Most of the top-1000 neurons with
higher AP orders are distributed in the first and
last few layers of the model. Similarly, most of
the bottom-1000 neurons were distributed in the
first and last few layers. In contrast, the middle-
1000 neurons (around the median) in AP order were
distributed mainly in the middle layers. It was also
found that the distributional property was the same
across languages, model sizes, and model variants.

In addition, it was confirmed that language-
specific neurons that fire in one language have little
overlap with those of all other languages. Table 3
shows the cross tables of the number of overlap-
ping neurons between the six languages, indicating
an overlap of less than 5 % for every language pair.

The following interpretation is possible regard-
ing the inner behavior of decoder-based PLMs
based on the findings in Figure 2 and the prior
study of multilingual models (Muller et al., 2021),
which suggests that encoder-based PLMs process
cross-lingual transfer in lower layers and language-
agnostic semantic concepts (e.g., task prediction)
in higher layers: The first few layers of decoder-
based PLMs mainly process cross-lingual transfers
to transform the lexical or syntax representations of
each language into language-independent semantic
representations. The middle layers of the models
are primarily language-independent semantic un-
derstanding and representation processing. The
last few layers of the models translate the semantic
representations back into syntax and lexical infor-
mation for the target language. This interpretation
aligns with a recent study (Wendler et al., 2024),
which suggested that the last few layers of Llama2
models are responsible for the conversion process
to a target language.
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[BOS]

Output

Intervention in
English neurons

Some of the issues that we are gonna have here are: the NSA is investigating whether the
program is leaking in to the public and the government is trying to stop it as of late as it is
possible. In the meantime the NSA is going to run the Panama Papers to find out what the

Intervention in
German neurons

Vortrage unter der Uberschrift 'War fur Troja und ihr jahrhundert' zu nutzen und
abzuschlieRen.

Intervention in
French neurons

«ll serait dommage de réécrire I'histoire au lieu de donner a entendre qu'une personne est une
personne vivant dans ['état dans lequel elle est présente», ajoute le Kentou. «La plupart des
médias dans le monde ne donnent pas suffisamment de voix, et qu'un jour il n'y

Intervention in
Spanish neurons

Chile, Colombia, Paraguay, Uruguay, Bolivia, Chile, Ecuador, Pert, Uruguay, Colombia,
Paraguay, Paraguay, Colombia

Intervention in
Chinese neurons

ZR()EREREMINXART LUREN,

Intervention in
Japanese neurons

EWEQSBDEBNDT-0O)_DREMIE. EXHEZEDEERBICEELHLET,

Figure 3: Model-generated text examples with unconditional text generation setting by XGLM-564M. Given a
[BOS] token as input, the model generates outputs through a random sampling method.

Input - Translate an English sentence into a target language.\n English: Machu Picchu consist of
three main structures, namely Intihuatana, the Temple of the Sun, and the Room of the
Three Windows.\n Target Language:
Output  |Without any Machu Picchu consist of three main structures, namely Intihuatana, the Temple of the Sun,
intervention and the Room of the Three Windows.

Intervention in
German neurons

Machu Picchu besteht aus drei Hauptstrukturen, namlich Intihuatana, der Tempel der
Sonne und die Zimmer mit drei Fenstern.

Intervention in
French neurons

Machu Picchu est composé de trois structures principales, les Intihuatana, le Temple du
Soleil et la Salle des Trois Fenétres.

Intervention in
Spanish neurons

El Machu Picchu estd compuesto por tres principales estructuras, como el Intihuatana, el
Templo del Sol y el Salén de las Tres Ventanas.

Intervention in
Chinese neurons

HENMDBINE=ITEMNESR, BIRE, ZBRNZERE.

Intervention in
Japanese neurons

IF1EFAF=EDDEEEENTHD. AV T473F . KEDOHER. BLUV=2DEDHETH
éo

Figure 4: Model-generated text examples with conditional text generation setting by Llama-2-7b. Given a machine
translation task as input, the model generates outputs through a greedy decoding method.

5.2 Controlling Language-specific Neurons

To show the effectiveness of the identified
language-specific neurons, we investigated whether
the models could control language in text gener-
ation by intervening with language-specific neu-
rons. We conducted the investigation using uncon-
ditional and conditional (i.e., machine translation)
text-generation settings.

5.2.1 Unconditional text generation

In the experiments on unconditional text gener-
ation, we do not provide models with any input
prompt, i.e., only a [BOS] token as a prompt. Each
model repeated text generation 100 times with
random sampling decoding (temperature=0.8, top
p=0.9) by changing the random seed from 1 to 100

each time the model started to generate text. Figure
3 illustrates model-generated text examples with
the intervention setting in each class of language-
specific neurons. It was shown that by changing
language-specific neurons for intervention, we can
change the language of the output texts.

To quantitatively measure the probability of oc-
currence of a target language, we classified the
generated texts into language categories using the
language identification classifier FastText (Joulin
et al., 2017b,a). We classified each text into the
target language if the classification score exceeded
a threshold of 0.5 (Wenzek et al., 2020; Touvron
et al., 2023) and calculated the probability of the
target language occurrence, i.e., the evaluation met-
ric was accuracy.
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before after
Top Bottom Both
XGLM en 40.0 62.0 77.0 89.0
(564M) de 0.0 89.0 31.0 95.0
fr 0.0 86.0 7.0 90.0
es 20 71.0 5.0 78.0
zh 7.0 82.0 50.0 79.0
ja 7.0 92.0 61.0 99.0
- 9.3 803 38.5 88.3
BLOOM en 37.0 78.0 67.0 88.0
(1b7) de 0.0 60.0 0.0 86.0
fr 13.0 80.0 72.0 98.0
es 18.0 44.0 94.0 97.0
zh 6.0 1.0 89.0 90.0
ja 0.0 67.0 35.0 97.0
- 123 55.0 59.5 92.7
Llama2 en 83.0 82.0 89.0 89.0
(7b) de 00 20 6.0 23.0
fr 2.0 1.0 8.0 7.0
es 1.0 4.0 40 35.0
zh 00 20 4.0 50.0
ja 1.0 1.0 12.0 10.0
- 145 153 20.5 35.7

Table 4: Probability of language occurrence within the
generated texts before and after intervention. Values in
the "-" rows are the average values across six languages.

Table 4 summarizes the results. This demon-
strates that intervention in language-specific neu-
rons increases the probability of the target language
occurrence in unconditional text generation for
each language. In other words, the desired lan-
guage could be generated by intentionally igniting
target neurons. It should be noted that the BLOOM
models achieve a high probability of German and
Japanese text occurrence by intervention, although
the models do not explicitly include German and
Japanese in their pre-training datasets, as described
in Table 2. It is possible for a small number of these
languages to be unintentionally mixed, leading to
unintentional ability acquisition. For example, an
English text and its translation to language may be
present in a single document (Briakou et al., 2023).

We conducted a study by intervening in only the
top-1000 neurons, only the bottom-1000 neurons,
and both groups of neurons. Interestingly, some
languages did not respond to control by intervening
only in the top-1000 or only the bottom-1000 neu-
rons. This suggests that it is possible to effectively
control language by intervening in both groups of
neurons. In principle, the top-%k neurons are corre-
lated with positive activation values. Conversely,
the bottom-k neurons were correlated with nega-
tive activation values. Figure 5 validates this hy-
pothesis. These findings align with those of Wang

XGLM-564M : fr

120

100

801

604

40

-5.0 =25 0.0 2.5 5.0

XGLM-564M : fr

125 - B off
=

on

100

75 1

50 1

251

0
-75 -50 -25 00 25

Figure 5: (Top) Distributional difference of activation

values of the top-1000 neurons between target (on) and

non-target languages (off). (Bottom) Distributional dif-

ference of activation value of the bottom-1000 neurons.

XGLM-564M : es
100 25

—— Accuracy
--- BLEU

80 A F20

604 s m=—- 15

Accuracy
BLEU

40 + 10

20 A

Figure 6: Ablation study of text generation by varying
the number of neurons for intervention. x-axis: log;, (k)

et al. (2022), who suggested that neurons with both
positive and negative correlations with labels are
important for identifying target neurons.

We conducted an ablation study by changing
the number of intervening neurons and analyzed
its effect on the probability of target language oc-
currence. Additionally, we verified the quality of
each model-generated text using the BLEU-4 score
(BLEU). We evaluated BLEU only for texts iden-
tified by the language identifier as belonging to
the target language. Specifically, for each model-
generated text identified as the target language, we
set the text as a hypothesis and all positive texts as
references, and measured the BLEU score. We av-
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FLORES200 IWSLT2017 WMT
Accuracy BLEU Accuracy BLEU Accuracy BLEU
XGLM-564M de 00—+380 00— 00 00—150 00— 00 00—170 00— 0.0
XGLM-564M es 00— 3.0 0.0— 0.0 — — — —
XGLM-564M  ja 00— 00 00— 00 00— 00 00— 0.0 — —
XGLM-564M fr 00— 00 00— 00 00— 30 00— 00 00— 10 00— 00
XGLM-564M zh 00— 10 00— 00 00— 20 00— 00 00— 20 00— 00
BLOOM-1b7 de 00—+56.0 13— 13 00—350 10— 1.8 00—370 29— 17
BLOOM-1b7 es 0.0 — 2.0 12 —- 1.2 — — — —
BLOOM-1b7 ja 00— 60 02— 01 00— 80 0.1 — 0.2 — —
BLOOM-1b7 fr 00—160 17— 28 00— 20 10— 1.5 00— 90 17— 27
BLOOM-1b7 zh 00—210 03— 02 00— 30 02— 03 00—340 05— 0.6
Llama2-7b de 00—660 26—177 00—480 12— 125 20—53.0 53— 152
Llama2-7b es 40—770 33— 16.6 — — — —
Llama2-7b ja. 00—-580 03—104 10—57.0 02— 45 — —
Llama2-7b frr 1.0—-580 41—-215 00—320 10—111 00—360 2.1 — 13.2
Llama2-7b zh 10—-760 10—115 30—-8.0 06— 78 120— 8.0 24 — 113
Llama2-13b de 00—220 15— 88 00—+370 06—100 40— 320 33— 97
Llama2-13b es 20—140 18— 43 — — — —
Llama2-13b ja. 70 —-540 24—-110 40—750 07— 6.1 — —
Llama2-13b frr 00—-230 16—-105 00— 90 07— 47 10—-150 22— 6.6
Llama2-13b zh 200 —93.0 44 —191 400 — 960 58— 9.6 57.0— 99.0 135 — 18.9

Table 5: Results of conditional text generation. Values on the left side of the arrows (—) were measured without
intervention on the language-specific neurons; values on the right side were measured during intervention on the
neurons. FLORES200 includes translation tasks of English to the other five languages, while IWSLT2017 does not
include tasks of English to Spanish, and WMT does not include tasks of English to Spanish or Japanese.

eraged the BLEU scores across all model-generated
texts that were identified as the target language.
Figure 6 shows the results of the intervention in
Spanish neurons for XGLM-564M. This shows that
increasing the number of intervening neurons up
to 1000-10000 (3-4 on the logarithm of 10 in this
figure) generally increases the probability of target
language occurrence, but increasing beyond that
degrades text quality. Eventually, the sentence col-
lapses and both language identification and quality
significantly decrease. This tendency exists regard-
less of language or model variation. See Appendix
C.2 for the complete results.

5.2.2 Conditional text generation

In experiments of conditional text generation, mod-
els were given machine translation tasks and re-
quired to solve them in a zero-shot prompting set-
ting, but with an unusual prompt format: “Translate
an English sentence into a target language. English:
{source text} Target Language:”. In other words, it
is a prompt for a translation task that does not con-
cretely specify the target language. The aim of the
prompt was to accurately check whether the manip-
ulation of language-specific neurons could lead to
the output of the target language. Using this prompt
as an input, the models started to generate text us-
ing a greedy decoding strategy. For this experiment,
we randomly selected 100 machine translation sam-

ples from FLORES200, IWSLT2017 (Cettolo et al.,
2017), and WMT (Bojar et al., 2014, 2016, 2018)>,
respectively. Two evaluation metrics were used to
measure translation quality: Accuracy of measur-
ing the probability that the target language text is
generated, and BLEU. In the unconditional text-
generation setting, we measured the quality of only
the generated texts in the target language. How-
ever, in the conditional text-generation setting, we
calculated the BLEU score between each generated
text and the corresponding ground-truth text by fol-
lowing the standard method of BLEU evaluation in
machine translation tasks (Papineni et al., 2002).
Table 5 summarizes the experimental results of
the conditional text generation. There were two
main findings from these results. First, interven-
tions in language-specific neurons tend to increase
the probability of producing the target language
(accuracy). Second, the translation quality (BLEU)
of Llama2 models increased drastically along with
accuracy. In contrast, the translation quality of
XGLM and BLOOM did not significantly improve
compared to the accuracy improvement. We investi-
gated the reason for this by qualitatively analyzing
the generated texts. XGLM and BLOOM were
forced to output the target languages to some de-
gree via intervention, but the output texts were not

3We used En — Fr tasks from WMT14, En — De tasks
from WMT16, and En — Zh tasks from WMT18.

6925



“Translate a sentence
from English to a target language.’

B

“Translate an English sentence
into a target language.”

Accuracy BLEU Accuracy BLEU
de 00 — 620 28 — 165 00 — 660 26 — 177
es 50 — 780 40 — 165 40 — 770 33 — 16.6
ja. 00 — 550 03 — 92 00 — 580 03 — 104
frr 00 — 58,0 34 — 213 1.0 — 580 41 — 215
zh 10 — 790 12 — 127 1.0 — 760 1.0 — 115

“Translate an English sentence “Translate an English sentence
into German.” into Japanese.”

Accuracy BLEU Accuracy BLEU
de 960 — 990 328 — 244 00 — 20 03 — 1.2
es 00 — 1.0 20 — 2.6 00 — 20 01 — 04
ja. 00 — 00 03 — 04 1000 — 990 243 — 19.7
fr 00 —- 30 26 — 31 00 — 30 02 — 10
zh 00 — 20 08 — 04 00 — 9.0 13 — 149

Table 6: Results of conditional text generation with different prompt settings for Llama2-7b.

related to translation. For instance, when we inter-
vened in German neurons, XGLM tended to output
a word “Deutsch”. BLOOM tended to generate
text unrelated to the translation or simply repeated
the source text in English. Conversely, Llama2
tended to output translated text in the correct tar-
get language, resulting in improved accuracy and
BLEU scores. This experiment showed that in-
tervention in language-specific neurons can guide
some models in the right direction, even when the
models promptly receive an ambiguous translation
task. Figure 4 shows examples of model-generated
text for Llama2-7b model. See Section D.2 for
additional examples.

We conducted several baseline experiments by
changing the prompts to validate the robustness
of the model outputs against prompts for the ma-
chine translation settings. Specifically, we tried
the following four prompts: 1.“Translate a sen-
tence from English into a target language. English:
{source text} Target Language:”, 2.“Translate an
English sentence into a target language. English:
{source text} Target Language:”, 3.“Translate an
English sentence into German. English: {source
text} German:”, 4.“Translate an English sentence
into Japanese. English: {source text} Japanese:”.

The first and second prompts are ambiguous be-
cause they do not explicitly specify the target lan-
guage. The second prompt is the same as that in
Table 5. Regarding the third and fourth prompts,
we explicitly describe the target languages in the
prompts: German from Western languages and
Japanese from Eastern languages. Here, we focus
on the Llama-2-7b model because it has signifi-

cantly improved both accuracy and BLEU scores,
as described in Table 5. Similar to the experiment
shown in Table 5, we conducted experiments in
which the model was asked to solve a translation
task under a specified prompt, while intervening in
language-specific neurons.

The experimental results are presented in Ta-
ble 6. The first and second prompts significantly
increased the probability of target language oc-
currence and BLEU scores with intervention in
language-specific neurons for all languages. In
contrast, the third and fourth prompts caused few
changes when we intervened in language-specific
neurons for most languages. One possible reason
is that explicitly specifying the target language in
a prompt automatically fires specific neurons in
that language, which may offset the effects of other
language-specific neurons.

The only exception was the intervention in Chi-
nese neurons under the fourth prompt “Translate
an English sentence into Japanese.”, which in-
creases the probability of Chinese text generation
and BLEU scores. One possible reason is that some
Japanese and Chinese neurons have similar firing
patterns within the Llama-2-7b model. As shown
in Table 7 in the Appendix, the Llama-2-7b model
had a higher language-specific neuron overlap be-
tween Japanese and Chinese than the other pairs.
As these two languages share many characters with
similar surface morphologies, the high similarity
between the two languages may have contributed
to these results. However, it should be noted that
this is not universally true across models; in some
cases, the overlap of neurons in this language pair
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is not always high in models other than Llama?2, as
described in Table 7 in the Appendix.

6 Conclusion

This study provides new insights into the activ-
ity of language-specific neurons in decoder-based
multilingual pre-trained language models: the ex-
istence of neurons that fire uniquely for each lan-
guage. The experimental results demonstrate that
language-specific neurons mainly exist in the first
and last few layers, regardless of the language,
model size, and model variants. We further an-
alyzed the effectiveness of the identified neurons
by intervening in the neurons, that is, by replacing
the output values with fixed activation values at
inference with both unconditional and conditional
settings. Using this approach, we can change the
probability of the target language occurrence.

We hope that this study facilitates a deeper under-
standing of decoder-based PLMs and provides new
insights for future research on multilingual decoder-
based PLMs. Future research should include
proposing language-specific model-compression
methods. Future research also includes proposing
new fine-tuning methods for downstream tasks to
facilitate generalization to languages that are not
included in the training dataset. For example, only
fine-tuning the middle-layer parameters in decoder-
based PLMs.

7 Limitation

This study only analyzes open models whose pa-
rameters were publicly available. It is not possible
to analyze closed models with parameters that are
not publicly available, such as ChatGPT or GPT-4
(OpenAl, 2023). Although we focused our analysis
on six languages, other languages need to be exam-
ined in future studies. Analysis of encoder-decoder-
based PLMs, such as mT5 (Xue et al., 2021), re-
mains important but is beyond the scope of this
study due to the fundamental differences in model
architecture from decoder-only PLMs.
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A Text Examples from Language-Specific
Text Corpus

Figure 7 lists text examples from the language-
specific corpus, which is a combination of
FLORES-200 and PAWS-X.

B Identification of Neurons

B.1 Distribution of Language-Specific
Neurons Across Layers

B.1.1 Histogram

Figure 8, 9, 10, 11, 12, 13, 14, and 15 describes
the distribution of language-specific neurons across
layers in each model using a histogram.

B.1.2 Estimation of Beta Distribution
Parameters

To quantitatively analyze the shape of the distribu-
tion, we regarded it as a sampling subset from a
beta distribution and estimated its parameters of
that beta distribution. The beta distribution has two
parameters, « and 5. If « < 1 and 8 < 1, then the
distribution becomes convex downward. If & > 1
and S > 1, then the distribution becomes convex
upward. Table 7 lists the parameter-estimation re-
sults. It is clearly shown that the distribution of the
top-1000 and bottom-1000 neurons generally has
the parameters & < 1 and 8 < 1, supporting the
claim that language-specific neurons exist in the
first and last few layers. In contrast, the estimated
parameters of the middle N neurons are o > 1

and # > 1, indicating that language-independent
neurons exist in the middle layers.

B.2 Overlapping language-specific neurons
between languages.

Table 8a - 8f describe cross-table check results to
count the number of overlapping language-specific
neurons between languages.

B.3 Activation Values of Top and
Bottom-1000 Neurons

Figure 16, 17, 18, 19, 20, and 21 are histograms of
the activation values for the top and bottom-1000
neurons. It was found that the top-1000 neurons
activate positive values when we inputted positive
text (on). In contrast, the bottom-1000 neurons
tended to activate negative values when negative
texts were given (off).

C Intervention in Neurons for
Unconditional Text Generation

C.1 Effect of Intervention on Generated
Language

Table 9 summarizes the probability of the target
language occurrence in the generated texts before
and after the intervention.

C.2 Ablation Study of Changing the Number
of Neurons for Intervention

Figures 22, 23, and 24 show the results of the abla-
tion study when changing the number of neurons
interventions.

C.3 Model-Generated Text Examples For
Unconditional Setting

* Figure 25 describes a summary of model-
generated unconditional text examples.

* Figure 26 lists model-generated text examples
without any interventions.

 Figure 27, 28, 29 list model-generated text ex-
amples with top-1000 and bottom-1000 neu-
rons intervention.

 Figure 30, 31, 32, 33, 34, and 35 list model-
generated text examples by changing the num-
ber of neuron interventions.

C.4 Detail Setting of Unconditional Text
Generation

A random sampling decoding method was used for
unconditional text generation using the following
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settings in all experiments for unconditional text
generation:

* temperature: 0.8
* top-p: 0.9
* maximum output length: 64

 prompt (input token for models):

— XGLM: </s> is automatically set.

— BLOOM: nothing is automatically set.
We explicitly set </s>.

— Llama2: <s> is automatically set.

D Intervention in Neurons for
Conditional Text Generation

D.1 Effect of Intervention on Conditional Text
Generation

Tables 10, 11, and 12 summarize the probability of
target language occurrence in the generated texts
before and after the intervention.

D.2 Model-Generated Text Examples For
Conditional Setting

* Figure 36 describes a summary of model-
generated conditional text examples.

* Figure 37 lists model-generated text examples
without any interventions.

* Figures 38, 39, and 40 list model-generated
text examples with top-1000 and bottom-1000
neurons intervention.

D.3 Detail Setting of Conditional Text
Generation

A greedy decoding method was used for condi-
tional text generation. For evaluation of machine
translation, the first line of model-generated text
(sentences before the first linebreak code “¥n”) is
used as translated sentences to omit useless subse-
quent sentences.

The following settings were used in all experi-
ments for conditional text generation:

* maximum output length: 128

E Detail Setting of Datasets

To create a language-specific text corpus, we mixed
the following two datasets: dev split of PAWS-
X (Yang et al., 2019) and test split of FLORES-
200 (Costa-jussa et al., 2022). To create transla-
tion tasks for conditional text generation, we ran-
domly sampled tasks from the devtest split of FLO-
RES200, test split of IWSLT2017 (Cettolo et al.,
2017), and test split of WMT (Bojar et al., 2014,
2016, 2018). All datasets were downloaded from
HuggingFace (Wolf et al., 2019).

F Detail Setting of BLEU-4 metrics

We used NLTK library (Bird et al., 2009) to
measure the BLEU scores for both unconditional
and conditional text generation. Specifically, the
sentence_bleu function was used with method2
SmoothingFunction option for unconditional text
generation. corpus_bleu function was used with
method2 SmoothingFunction option for condi-
tional text generation. To enable the comparison
of BLEU scores across models, we tokenized all
texts using a multilingual tokenizer, XGLM, whose
pre-training corpus includes a large proportion of
texts in the six target languages (Lin et al., 2021).

G License

G.1 Model
e XGLM: MIT [link]

* BLOOM: bigscience-bloom-rail-1.0 [link]
e Llama2: Meta license [link]

G.2 Dataset
* PAWS-X: No License (Free to use) [link]

* FLORES200: cc-by-sa-4.0 [link]

* IWSLT2017: cc-by-nc-nd-4.0 [link]
e WMT14: Unknown [link]

e WMT16: Unknown [link]

e WMT18: Unknown [link]

H Total computation for Experiments

We executed the experiments mainly for running
the inference (both identification and intervention
of language-specific neurons) for each model us-
ing the following number of A100(40GB) GPUs
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and approximate computing hours per run. We run
GPUs 60 times per model (6 languages x (1 for
identification of language-specific neurons + 6 for
unconditional text generation by changing the num-
ber of neurons to intervene + 3 for conditional text
generation)) for the production run. The computa-
tional resource of Al Bridging Cloud Infrastructure
(ABCI) provided by the National Institute of Ad-
vanced Industrial Science and Technology (AIST)
was used for the experiments.

e XGLM 564M: 1GPU x 0.5hrs x 60 runs.

e XGLM 1.7B: 1GPU x 0.5hrs x 60 runs.

XGLM 2.9B: 1GPU x 0.5hrs x 60 runs.

BLOOM 560M: 1GPU x 0.5hrs x 60 runs.

BLOOM 1.7B: 1GPU x 0.5hrs x 60 runs.

BLOOM 3B: 1GPU x 0.5hrs x 60 runs.

Llama2 7B: 8GPUs x 1hrs x 60 runs.

Llama2 13B: 8 GPUs x 3hrs x 60 runs.
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#HHHHE en

Cell comes from the Latin word cella which means small room.

The chimpanzee's hand and foot are similar in size and length, reflecting the hand's use for bearing weight in knuckle walking.

The next town hall was built in 1627 in the Baroque style and damaged in 1650, 1653 , 1735 and 1779 .

With roots in Barcelona's Running Tours Barcelona and Copenhagen's Running Copenhagen, it was quickly joined by Running Tours Prague
based in Prague and others.

The attack put a huge strain on relations between India and Pakistan.

#itHHE de

Der Spieler des Tages ist heute Alex Ovechkin von den Washington Capitals.

Die Zeremonie wurde 1992 von Vince Neil moderiert, der En Vogue, Ugly Kid Joe, Arrested Development und Dennis Miller einbezog.
Die Biographie wurde zuletzt in GroRbritannien, und zuvor in den USA (St. Martin 2013), Ungarn (Swiat Ksiazki 2013), Polen und China
verdéffentlicht.

Anders als bei gréReren Fahrzeugen sind Sie wahrscheinlich bereits mit dem Fahren Ihres Autos vertraut und kennen dessen Grenzen.
Bei dieser Denkweise liegt der Fokus auf Schnelligkeit, Logik und Genauigkeit, auch auf der Identifizierung von Fakten, der erneuten
Anwendung bestehender Techniken, der Sammlung von Informationen.

HHHHHE fr

Un méme vol peut parfois présenter de grandes disparités tarifaires entre les agrégateurs ; avant de réserver, il est donc avantageux de
comparer les résultats des recherches ainsi que de consulter le site web de la compagnie aérienne elle-méme.

Sa deuxiéme griffe était plus grande, ce qui a engendré le nom Hesperonychus, qui signifie « griffe occidentale ».

La superficie de la Turquie, lacs compris, est de 783 562 kilométres carrés, dont 755 688 kilométres carrés en Asie du Sud-Ouest et 23 764
kilométres carrés en Europe.

Un A Khap est un clan ou un groupe de clans apparentés, principalement sous les jats de I'est de I'Uttar Pradesh et de 'ouest du Haryana.
Seules quelques compagnies aériennes proposent encore des tarifs de deuil, qui réduisent Iégérement le colt des voyages funéraires de
derniére minute.

H#HHHHE es

Colaboré con arquitectos contemporaneos como Giovan Giacomo Di Conforto, Bartolomeo Picchiatti y Francesco Grimaldi.

La isla de Bowen es un conocido viaje para hacer en un dia o en un fin de semana y que incluye kayak, caminatas, tiendas comerciales,
restaurantes y entre otros.

Fueron desarrollados por CyberConnect2 y publicados por Namco Bandai a partir de "Naruto : Ultimate Ninja" en 2005.

El Ministro de Salud manifesté su preocupacion por el bienestar de quienes sacan partido de la legalidad temporal de las sustancias
implicada y por las condenas por drogas que se han dictado desde la entrada en vigencia de los ahora inconstitucionales cambios.

Weitz estd casada con Sebastian Weitz, que es cubano mexicano, y con quien tiene un hijo, Mercedes Martinez y una hija, Athena Weitz.
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Figure 7: Text examples from language-specific text corpus, which is a mixture of FLORES-200 and PAWS-X.
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Figure 8: Histogram of language neurons across layers in xglm-564M.

6933



Top Middle Bottom

150 4
125 4
100 +

xglm-1.7B : en
75 A

g
e e s

251

E

(=]
=
o
L)
o

120 4
100 +
80 4

xglm-1.7B : de 60 4

|| [“—-.

20 -
o ..
0 10 20
150 -
xglm-1.7B : fr 100 4 L..
o Jh
0 _L_l
10 20
200
150 -
xglm-1.7B : es 100 | i
o il
150 - il
xglm-1.7B : zh 100 1 I
o L
0 _u
20
120 ~
100 -
80
xglm-1.7B : ja

60 4

20+
o |l e

Figure 9: Histogram of language neurons across layers in xglm-1.7B.
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Figure 11: Histogram of language neurons across layers in bloom-560m.
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Figure 12: Histogram of language neurons across layers in bloom-1b7.

6937



Bottom

Middle

Top

———

20

II.IIJ

20

IIIJI'

20

10

.-

20

—— I
—

o
™~

20

10

(=]
~
=] o =] =] =) =)
= = =1 =1 =] —
-
e N il _ il _ — .
T T T T T T T T T _0 T T T T 1 T T T T T T 1 T T T T T T 1 T T T T 1
[=] o (=] [=] [=] (=] [=]
2 A8 rR 884 2 g R g 8 8 R§ 2 88Kk 3818 2 A8 B R A 3 2 g ]
=R =1 = =1 ~ = =1 = =1 = R 1 ~ = =1
c ] 0 =
] - = 1] N o
e =) =) =] e =]
m ”m " " m m
E £ £ E E E
[=] o Q [=] [=] Q
o i=] i=] o o S
=] =] =] =] =] =]

Figure 13: Histogram of language neurons across layers in bloom-3b.
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Figure 14: Histogram of language neurons across layers in Llama2-7b.
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Figure 15: Histogram of language neurons across layers in Llama-2-13b.

6940



Model Language Top Middle Bottom
xglm-564M en [0.58,0.56] [1.33,1.45] [0.68,0.51]
xglm-564M de [0.66,0.61] [1.29,1.41] [0.81,0.65]
xglm-564M fr [0.65, 0.53] [1.4,1.48] [0.58,0.52]
xglm-564M es [0.51,0.52] [1.31,1.4] [0.43,0.53]
xglm-564M zh [0.65, 0.63] [1.3,1.42] [0.86, 0.66]
xglm-564M ja [0.62,0.63] [1.19,1.25] [0.85,0.78]
xglm-1.7B en [0.68,0.48] [1.29,1.45] [0.52, 0.5]
xglm-1.7B de [0.67,0.54] [1.34,1.57] [0.8, 0.59]
xglm-1.7B fr [0.72,0.52] [1.29,1.45] [0.67,0.51]
xglm-1.7B es [0.69,0.49] [1.22,1.43] [0.6, 0.48]
xglm-1.7B zh  [0.63, 0.5] [1.24,1.3] [0.61,0.47]
xglm-1.7B ja [0.56,0.49] [1.26,1.26] [0.56,0.56]
xglm-2.9B en [0.54,0.36] [1.28,1.43] [0.84,0.43]
xglm-2.9B de [0.5,0.47] [1.19,1.52] [0.99,0.56]
xglm-2.9B fr [0.42,0.46] [1.21,1.47] [0.56,0.47]
xglm-2.9B es [0.38,0.41] [1.19, 1.5] [0.46, 0.4]
xglm-2.9B zh [0.59,0.39] [1.21,1.44] [0.69, 0.39]
xglm-2.9B ja  [0.5,0.37] [1.14,1.36] [0.56, 0.4]
bloom-560m en [0.56,047] [1.26,1.22] [0.48,0.39]
bloom-560m de [1.74,0.66] [0.94,1.08] [1.7,0.77]
bloom-560m fr [0.56, 0.48] [1.2,1.14] [0.69, 0.44]
bloom-560m es [0.52,0.45] [1.27,1.26] [0.44, 0.4]
bloom-560m zh [0.69,0.56] [1.17,1.15] [0.67,0.52]
bloom-560m ja [0.46,0.57] [1.28,1.2] [0.64, 0.68]
bloom-1b7 en [0.54,0.48] [1.26,1.24] [0.56,0.37]
bloom-1b7 de [2.14,0.62] [1.1,1.2] [1.22,0.64]
bloom-1b7 fr [0.61,0.47] [1.16,1.17] [0.63, 0.4]
bloom-1b7 es [0.65,0.46] [1.24,1.18] [0.64, 0.4]
bloom-1b7 zh [0.8,0.52] [1.27,1.31] [0.71,0.53]
bloom-1b7 ja  [0.8,0.49] [1.29,1.23] [0.8,0.63]
bloom-3b en [0.56,0.42] [1.23,1.23] [0.56,0.36]
bloom-3b de [2.12,0.65] [1.08,1.15] [1.35,0.62]
bloom-3b fr [0.83,0.43] [1.27,1.26] [0.67,0.36]
bloom-3b es [0.95,0.44] [1.2,1.12] [0.66, 0.36]
bloom-3b zh [0.89,0.48] [1.19,1.17] [0.58, 0.45]
bloom-3b ja [0.82,047] [1.28,1.27] [0.75,0.57]
Llama-2-7b-hf en [0.91,0.33] [1.28,1.38] [0.96,0.35]
Llama-2-7b-hf de [1.06,0.53] [1.4,1.63] [0.75,0.43]
Llama-2-7b-hf fr [1.37,0.56] [1.2,1.39] [1.03,0.45]
Llama-2-7b-hf es [1.76,0.58] [1.3,1.69] [1.17,0.46]
Llama-2-7b-hf zh  [0.48, 0.7] [1.2,1.33] [0.51,0.57]
Llama-2-7b-hf ja  [0.6,0.53] [1.17,1.27] [0.56,0.42]
Llama-2-13b-hf en [0.65,0.36] [1.25,1.32] [0.83,0.39]
Llama-2-13b-hf de [0.94,0.53] [1.26,1.41] [0.57,0.39]
Llama-2-13b-hf fr [0.98,0.51] [1.22,1.51] [0.68,0.39]
Llama-2-13b-hf es [1.68,0.61] [1.29,1.7] [1.11,0.46]
Llama-2-13b-hf zh [0.48, 0.52] [1.12,1.2] [0.48, 0.48]
Llama-2-13b-hf ja [0.63,0.38] [1.11,1.21] [0.55,0.33]

Table 7: Estimation of Beta distribution parameters from the histogram of neurons across layers in top-1000,

middle-1000, and bottom-1000 groups, respectively.
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(a) xglm-564M (b) xglm-1.7B

de en es fr ja zh de en es fr ja zh
de 2000 41 74 39 44 34 de 2000 12 14 9 43 9
en 41 2000 34 41 49 40 en 12 2000 21 22 23 28
es 74 34 2000 57 77 22 es 14 21 2000 60 22 17
fr 39 41 57 2000 21 93 fr 9 22 60 2000 7 30

ja 44 49 77 21 2000 27 ja 43 23 22 7 2000 30
zh 34 40 22 93 27 2000 zh 9 28 17 30 30 2000

(c) xglm-2.9B (d) bloom-560m
de en es fr ja zh de en es fr ja zh
de 2000 10 6 1 14 5 de 2000 12 19 20 12 61
en 10 2000 13 10 8 11 en 12 2000 76 91 61 87
es 6 13 2000 28 12 16 es 19 76 2000 168 70 47
fr 1 10 28 2000 7 12 fr 20 91 168 2000 42 56

ja 14 8 12 7 2000 30 ja 12 61 70 42 2000 5
zh 5 11 16 12 30 2000 zh 61 87 47 56 5 2000

(e) bloom-1b7 (f) bloom-3b
de en es fr ja zh de en es fr ja zh
de 2000 10 22 15 20 59 de 2000 8 12 12 15 43
en 10 2000 55 88 26 59 en 8 2000 64 45 34 46

es 22 55 2000 140 28 10 es 12 64 2000 98 14 26
fr 15 88 140 2000 24 39 fr 12 45 98 2000 18 25
ja 20 26 28 24 2000 8 ja 15 34 14 18 2000 11
zh 59 59 10 39 8 2000 zh 43 46 26 25 11 2000

(g) Llama-2-7b (h) Llama-2-13b

de en es fr ja zh de en es fr ja zh
de 2000 20 22 12 7 15 de 2000 14 13 11 5 23
en 20 2000 16 14 11 11 en 14 2000 10 10 18 9
es 22 16 2000 34 17 8 es 13 10 2000 23 16 1
fr 12 14 34 2000 13 14 fr 11 10 23 2000 9 34
ja 7 11 17 13 2000 85 ja 5 18 16 9 2000 80
zh 15 11 8 14 85 2000 zh 23 9 1 34 80 2000

Table 8: Cross-table check to count the number of overlapping language-specific neurons between languages.
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100 - 100 4
50 50
0- 0-
-10 -5 0 5 -10 -5 0 5 -10 -5 0 5 10
XgIm-564M : ja xglm-1.7B : ja XgIm-2.9B : ja
150 1 mm off | 0] mm off | 0]
= on [ on
100 1 100 4
50 1 50 1
0- 0-
-5 0 5 -10 -5 0 5 10

Figure 16: Activation value difference of top-1000 neurons between target language(on) and non-target lan-
guages(off). x-axis: activation value of neurons. y-axis: frequency.

6943



bloom-560m : en bloom-1b7 : en bloom-3b : en

125 7

B off | o mm off | 1501
100 0 on 0 on
100 100
75 - 75 4
50 ]
50 50 4
25 25
0- 0-
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250
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25 1 25 4
0 T T 0- o4
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bloom-560m : zh bloom-1b7 : zh bloom-3b : zh
150
125 4  off e off I off
150
100 1 0 on 0 on = on
100
757 100
50 4
50 50 4
25
0- 0- 0-
-5 0 5 -5 0 5 -5 0 5
bloom-560m : ja bloom-1b7 : ja bloom-3b : ja
300 400 4
m off 200 -  off I off
0 on 0 on I on
300 A
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100 i
100 100 |
0- . 0 r 0-
-5 0 5 -5 0 5 -5 0 5 10

Figure 17: Activation value difference of top-1000 neurons between target language(on) and non-target lan-
guages(off). x-axis: activation value of neurons. y-axis: frequency.
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Llama-2-7b-hf : en

Llama-2-13b-hf : en

125 - off | . ] . off
= on 0 on
100 100 -
75 75 1
50 50 4
25 55
0- 0-
-5 0 5 -5 0 5
Llama-2-7b-hf : de Llama-2-13b-hf : de
125 e off | 125 4 . off
0 on 0 on
100 100
75 75
50 50
25 7 25 1
0- 0-
-2 0 2 4 0 5 10
Llama-2-7b-hf : fr Llama-2-13b-hf : fr
1257 m off | 125 mm off
100 - 20 on 100 - 0 on
75 75 -
50 | :')0 -
25 25 A
0- 0-
-2 0 2 4 -25 0.0 2.5 5.0 7.5
Llama-2-7b-hf : es Llama-2-13b-hf : es
125 - mm off | 1257 . off
100 4 0 on 100 - 0 on
75 75 1
50 50 1
251 254
0- 0-
-2 0 2 4 6 -2 0 2 4
Llama-2-7b-hf : zh Llama-2-13b-hf : zh
e orf | 390 . off
300 A = on [ on
200 A
200 |
1001 100
0 T T T 0 T
-2 0 2 4 -2.5 0.0 2.5 5.0
Llama-2-7b-hf : ja Llama-2-13b-hf : ja
Il off 200 B off
150 A [ on [ on
150 1
100
100
50 50
01— - - ‘ 0=
-5 0 5 -2.5 0.0 2.5 5.0

Figure 18: Activation value difference of top-1000 neurons between target language(on) and non-target lan-

guages(off). x-axis: activation value of neurons. y-axis: frequency.
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xglm-564M : en Xxgim-1.7B : en Xxgim-2.9B : en

125 J
o | 123 mEm off | 1257 . off
100 A 0 on 100 3 on 100 4 0 on
75 4 75 4 75 -
50 50 4 50 -
25 4 25 1 25 -
0
-10 -5 0 5 -10 -5 0 5 -10 -5 0 5 10
xglm-564M : de xglm-1.7B : de xglm-2.9B : de
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xglm-564M : zh xglm-1.7B : zh xglm-2.9B : zh
B off | 150 mm off | 1907 . off
1007 5 on O on  on
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50
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25
0- 0-
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XgIm-564M : ja xglm-2.9B : ja
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254 25
0
-5 0 5 -10 -5 0 5 -10 -5 0 5

Figure 19: Activation value difference of bottom-1000 neurons between target language(on) and non-target
languages(off). x-axis: activation value of neurons. y-axis: frequency.
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150
125 B off | 1504 . off  off
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-10 -5 0 5 -5 0 5 -10 -5 0 5
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Figure 20: Activation value difference of bottom-1000 neurons between target language(on) and non-target
languages(off). x-axis: activation value of neurons. y-axis: frequency.
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Llama-2-7b-hf : en

Llama-2-13b-hf : en

125 - m— off | o | m off
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Figure 21: Activation value difference of bottom-1000 neurons between target language(on) and non-target

languages(off). x-axis: activation value of neurons. y-axis: frequency.
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before after before after

Top Bottom Both Top Bottom Both

xglm en 40.0 62.0 77.0 89.0 bloom en 37.0 78.0 67.0 88.0
(564M) de 0.0 89.0 31.0 95.0 (1b7) de 0.0 60.0 0.0 86.0
fr 0.0 86.0 7.0 90.0 fr 13.0 80.0 72.0 98.0
es 20 71.0 50 78.0 es 18.0 44.0 94.0 97.0
zh 7.0 82.0 50.0 79.0 zh 60 1.0 89.0 90.0
ja 7.0 92.0 61.0 99.0 ja 0.0 67.0 350 97.0
- 9.3 80.3 38.5 883 - 123 55.0 59.5 927
xglm en 36.0 23.0 43.0 320 bloom en 320 41.0 87.0 96.0
(1.7B) de 3.0 84.0 10.0  91.0 (3b) de 0.0 44.0 20 55.0
fr 1.0 54.0 50 70.0 fr 15.0 72.0 72.0  93.0
es 3.0 53.0 9.0 69.0 es 19.0 60.0 94.0 95.0
zh 3.0 59.0 4.0 65.0 zh 7.0 24.0 91.0 90.0
ja 9.0 83.0 17.0 87.0 ja 0.0 85.0 1.0 87.0
- 9.2 593 147  69.0 - 122 543 57.8  86.0
xglm en 31.0 28.0 48.0 420 Llama-2 en 83.0 82.0 89.0 89.0
(29B) de 20 92.0 1.0 88.0 (7b) de 00 20 6.0 23.0
fr 1.0 60.0 3.0 61.0 fr 20 1.0 80 7.0
es 1.0 67.0 50 73.0 es 1.0 4.0 4.0 35.0
zh 50 74.0 6.0 85.0 zh 00 20 4.0 50.0
ja 11.0 81.0 3.0 80.0 ja 1.0 1.0 12.0 10.0
- 85 670 11.0 715 - 145 153 20.5 357
bloom en 50.0 69.0 80.0 85.0 Llama-2 en 64.0 90.0 81.0 94.0
(560m) de 0.0 34.0 00 72.0 (13b) de 30 2.0 3.0 16.0
fr 13.0 37.0 85.0 93.0 fr 00 9.0 1.0 8.0
es 9.0 72.0 69.0 97.0 es 1.0 1.0 50 5.0
zh 0.0 24.0 61.0 90.0 zh 3.0 10.0 60 5.0
ja 0.0 60.0 0.0 74.0 ja 20 6.0 1.0 4.0
- 120 493 49.2 85.2 - 122 19.7 162  22.0

Table 9: Probability of language occurrence of generated texts before and after intervention. Top: intervention to
only top-1000 neurons. Bottom: intervention to only bottom-1000 neurons. Both: intervention to both top- and
bottom-1000 neurons. The metric is accuracy measured by the FastText language identifier.
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Figure 22: Ablation study of changing the number of neurons to intervene. x-axis: log; (k)
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Figure 23: Ablation study of changing the number of neurons to intervene. x-axis: log (k)
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Figure 24: Ablation study of changing the number of neurons to intervene. x-axis: log,, (k)
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#HH## xglm-564M : Without any intervention

Mo3sonsiBam cu 1 a3 Aa By No3apaBs 3a BaLIETO TbpXeCTBO. HauctuHa e MHOro KpacuBo, MHOTO AyXOBHO,
MHOrO BABXHOBSIBALLO M BCE NaK Aa KaXeM, Ye BCbLYHOCT Hali-BaXXHOTO € KaKBO M3passiBame Npes Te3n AHU.
UBIT(Units as Per Minute of Revision Time)

BAEAEFNEVERBEEREINEST O TITERZEL, (R/VALTE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a
multiple-choice juror in the Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit
Manager/Credit Broker within the period of the fine.

#H#H##H xgim-564M : Intervention in English neuron

BZEE on the first syllable is a fairly popular word of the language. Many ltalians and French students are also
familiar with the word “Speech”. In this article, we will be discussing some of the words that use the first syllable
in ltalian and how they work in the English language.

Billie Eilish: Caught on Tape, Fans Don't Want to Miss the Event

##H##H xgIm-564M : Intervention in German neuron

gelassenen und kompetenten Mitarbeiterlnnen fiihrt zu einer herausragenden Zusammenarbeit. Sie sind
zielsicher und zuverlassig und Ubernehmen wichtige Aufgaben im angeschlossenen Bereich und unterstitzen
die Fuhrungsfahigkeit der Mitarbeiterinnen mit engagierte und zuverlassige Mitarbeiterinnen aus dem gesamten
Unternehmen.

“I tend to be a wiener und am happier Gber meine runden als uber die gesamtheit meine kérperlichen
entwicklung. Ein gedanke von mir: ich kénnte noch ein bisschen mehr erreichen und ich kénnte Uiberrascht sein
Uber die vorherrschendem schlankheit meiner ménner. Selbst das

#H#### xglm-564M : Intervention in French neuron

«ll serait dommage de réécrire I'histoire au lieu de donner a entendre qu'une personne est une personne vivant
dans I'état dans lequel elle est présentey, ajoute le Kentou. «La plupart des médias dans le monde ne donnent
pas suffisamment de voix, et qu'un jour il n'y

sérieux en ligne seulement sur la.

#H#### xglm-564M : Intervention in Spanish neuron

Chile, Colombia, Paraguay, Uruguay, Bolivia, Chile, Ecuador, Peru, Uruguay, Colombia, Paraguay, Paraguay,
Colombia

Utilizamos cookies para asegurar que damos la mejor experiencia al usuario en nuestro sitio web. Si contintia
utilizando este sitio asumiremos que esta de acuerdo.Estoy de acuerdo

#H### xglm-564M : Intervention in Chinese neuron

ZR()ANERBEHHXEN T LUEA,

“BARK LR ULEEEER HATRREMNILTW, HEL thEFABR FEIRELAIZW FEITZELEN, RE
2 ERAR L BOLT R, 7

#H###HE xgIm-564M : Intervention in Japanese neuron

COITATIEMS VI N\ IETRTHRERT STV ITT07(2TAT DFLENDFTEYETOT, TATOEFLEAY
VOERSTHAEEELTVDIGRERE, VU VERDZLFTEFE A TORDY U IER>TIERETRITNIE,
ZORRTY V&R

EEWVEQRSBDEND =) C OB ML, EXHZBBOZEXRICRERLET.

Figure 25: Summary of Model-generated text examples by unconditional text generation setting
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H#HHHHE xgIm-564M

Mo3BonsiBam cu 1 a3 Aa BM NO3ApaBs 3a BaLIETO TbPXKECTBO. HanucTMHa € MHOro Kpacueo, MHOTO YXOBHO, MHOTO BABbXHOBSIBALLO M BCE NaK
[a KaXeM, 4Ye BCbLUHOCT Hal-BaXHOTO € KaKBO U3passiBaMe npes3 Tesu AHW.

UBIT(Units as Per Minute of Revision Time)

BARBENEFNLEVEBRERINET O TITEELEZEL, (R/VLKE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-choice juror in the
Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit Manager/Credit Broker within the
period of the fine.

2ch - DVD - DVD + - VOD - VJ - Blu-Ray - VCD - 3D - CUE - 2CH - ANIMATION - SHOW - SHOPPING - PICTURES - BLU-RAY - VIDEO -
MUSIC - AUDIO - INTERVIEWS - INTERVIEWS

We're Looking For a Successful Admin for an Adult Dating Service _ Johannesburg _ African Social _ 2018-04-28

Next post: Morning walk

#H#HH bloom-1b7

El actual entrenador de porteros es un entrenador técnico y con una gran personalidad, que ha sabido encontrar una via de formacion, que
no es la de los equipos de futbol, ya que se trata de un entrenador formado en el campo, donde el trabajo se basa en las técnicas para
mejorar la técnica de un jugador y el

/* This file is part of the KDE project\n  Copyright (C) 2003 Ariya Hidayat <ariya@kde.org>\n \n  This library is free software; you can
redistribute it and/or\n  modify it under the terms of the GNU Library General Public\n License as published by the Free Software
Foundation; either\n  version 2 of the

#l/usr/bin/env python\n \n import os\n import sys\n import time\n from collections import defaultdict\n from distutils.core import setup\n from
distutils.command.build import build as build_command\n from distutils.command.install import install as install_command\n from
distutils.clist import get_archs

TOMATE. Cuando un tomate esta mas maduro se desprende de la piel. El tomate crujiente y agudo en el gusto es el que es mas fresco.\n
¢ Sabias que en la acupuntura el sabor del paciente tiene muchas veces mas importancia que la forma? Los pacientes que participan en un
estudio realizado

3 Temas: Justiga do Trabalho, Funcionarios publicos, Magistrados e Promotores de Justica em atividade

Q:\n \n Verifying the type of a method parameter with reflection\n \n | am trying to implement the following method...\n // Registration of a
MethodBase\n public static void Register(string name, MethodBase method, Type[] parameterTypes)\n \n | am having a problem with
reflection, | am not sure how to do this. How

Neuromorphisms\n Neurologic disorders affect the brain and cause dysfunction such as stroke, spinal cord injury, cerebellar lesions, and
cerebral palsy. Human brains contain approximately 100 million neurons that can be classified into five principal classes based on their
morphology [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23]

A nivel de produgdo, a empresa detém cerca de 7 milhdes de toneladas de aglcar por ano, numa superficie de 6.600 ha, que corresponde
aproximadamente a 20% da area total da atividade.

#HHHH# Llama-2-7b-hf

Tags: c++, boost, boost-asio\n \n Question: How to implement counter using boost::asio in c++\n \n | want to implement counter using
boost::asio.\n | have following functions:\n \n \begin{code}\n void start(boost::asio::io_service

import React, { Component } from'react'\n import PropTypes from 'prop-types'\n \n \n export default class Overlay extends Component {\n
constructor(props) {\n super(props)\n this.state = {\n isOpen: false\n An An

Systematic and comparative review of process in interventions to improve the quality and safety of maternal and child health care in low- and
middle-income countries: study protocol\n Document: Systematic and comparative review of process in interventions to improve the quality
and safety of maternal and child health

If you've been to the chiropractor before for anything from neck pain to lower back pain, or you've never been to a chiropractor before, we've
got you covered! Here at Exhale Chiropractic, we pride ourselves on being warm, welcoming, and friendly,

Rev. John (Jack) Allan Baird\n Jack Baird departed this life on January 11, 2021. A Celebration of Life will be held at 2:00 PM on Wednesday,
January 27, 2021

If you would like to make a donation to PROJECT WES and help support our programming, please click the "Donate Now" button below and
you will be redirected to our secure PayPal Giving site.\n BECOME A PROJECT WES MEMBER\n Membership in Project Wes

The numbers are in, and it turns out that the world is becoming less religious. For decades that trend has been recognized and worried over
by evangelicals. In their happy place, the 1950s, the world was full of believers, but now we're seeing a

Home > Makers > Kaikoura Guitars\n Makers: Kaikoura Guitars\n Kaikoura Guitars\n Auckland guitar maker Tony Moorhouse has been
making guitar since 1985. He is a former student of the prestigious

Figure 26: Unconditionally model-generated text examples without interventions.
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#HHH# xglm-564M : en

Some of the issues that we are gonna have here are: the NSA is investigating whether the program is leaking in to the public and the
government is trying to stop it as of late as it is possible. In the meantime the NSA is going to run the Panama Papers to find out what the
UAE(UAE is the official of the U.E.E.)

HZEE on the first syllable is a fairly popular word of the language. Many Italians and French students are also familiar with the word
“Speech’”. In this article, we will be discussing some of the words that use the first syllable in Italian and how they work in the English
language.

Billie Eilish: Caught on Tape, Fans Don't Want to Miss the Event

#HHHH# xgIm-564M : de

Vortrage unter der Uberschrift "War fiir Troja und ihr jahrhundert' zu nutzen und abzuschlieRen.

Urlaub fiir Menschen mit Schmerzen

gelassenen und kompetenten Mitarbeiterinnen fiihrt zu einer herausragenden Zusammenarbeit. Sie sind zielsicher und zuverléassig und
Ubernehmen wichtige Aufgaben im angeschlossenen Bereich und unterstiitzen die Flihrungsfahigkeit der Mitarbeiterinnen mit engagierte
und zuverlassige Mitarbeiterlnnen aus dem gesamten Unternehmen.

“I tend to be a wiener und am happier Uber meine runden als Uber die gesamtheit meine kérperlichen entwicklung. Ein gedanke von mir: ich
kénnte noch ein bisschen mehr erreichen und ich konnte Uberrascht sein tber die vorherrschendem schlankheit meiner méanner. Selbst das

#HHH# xglm-564M : fr

«ll serait dommage de réécrire I'histoire au lieu de donner & entendre qu'une personne est une personne vivant dans |'état dans lequel elle
est présentey, ajoute le Kentou. «La plupart des médias dans le monde ne donnent pas suffisamment de voix, et qu'un jour il n'y

sérieux en ligne seulement sur la.

“I tend a étre considéré comme une personne, et j'étais assez intriguée pour ¢a”, ajoute le pilote. “Nous allons devoir faire beaucoup d'efforts
pour trouver ces pilotes et trouver des réponses."

#HHHH xglm-564M : es

Chile, Colombia, Paraguay, Uruguay, Bolivia, Chile, Ecuador, Perd, Uruguay, Colombia, Paraguay, Paraguay, Colombia

Utilizamos cookies para asegurar que damos la mejor experiencia al usuario en nuestro sitio web. Si continGia utilizando este sitio
asumiremos que esta de acuerdo.Estoy de acuerdo

Agradezco a los funcionarios y a los estudiantes que no dejaron que la tarde estuviera vacia, y que siempre tuvieron el apoyo de nuestros
estudiantes.

“Icar y El Capitan y asi, para explicarlo todo”.

#HHH# xglm-564M : zh

ZR(C)AERSREMHXERNT URA.

Hh 53R T 2 BT R 4L BE T 8137 KR 1006

W ARIT L FUERER ZARKEINILFEEELBETHERARERELTEWMERTRESEW. REL I L HIW,
HEZARGENEEREXNREE

H#HHHH xgIm-564M : ja

ZOITOTFENSYINVIETRTRRTSIAY(IAT (TR OHELEN DT TEYET DT, TATDHEENI L IFERSTHALEE
ELTWAEAERE. VU IERDILFITEER A TOBHDY U VER>TIERZBTLIE. ZTORRAT)VIEE
EVERSHDEND-O)COBERIE. GEXERBOEEEBICHRERLES .

WDOEDETTLLIFVWDOEERLDIZLELSD,

LEA—#EZEBHLNSATIL eI BRETHEVANBEVNRHD LT NTT,

Figure 27: Model-generated text examples from unconditional text generation settings with the top-1000 and
bottom-1000 language-selective neurons intervention.

6955



#i#HH#H# bloom-1b7 : en

El actual entrenador de porteros es un entrenador técnico y excelente en su trabajo, con un trabajo técnico muy destacado, y llevando a
cabo un proceso de trabajo muy importante, excelentes conocimientos en gestion, que es un aspecto muy importante para lograr los
objetivos que se planteen, desarrollando para ello, un sistema de seguimiento y formacion

/* This file is part of the KDE project\n  Copyright (C) 2003 Ariya Hidayat <ariya@kde.org>\n  Copyright (C) 2008 Jan Hambrecht
<jaham@gmx.net>\n  Copyright (C) 2008 gNix <gNix@kde.org>\n\n This

Meanwhile, dozens of British and EU ships, under the command of the United Kingdom's Rear Admiral Sir David Forster, have been on the
move to the port to aid the desperate ports of Dover and Calais and to help evacuate the thousands of migrants trapped there as well as to
provide humanitarian assistance to the many

TOMATE: There’s no question that the tomato is one of the most versatile and delicious fruits and vegetables. It is high in vitamin C, with the
vitamin C being one of the most potent antioxidants and anti-inflammatory molecules.\n INCREASE STRONG HYPOTHALAMIC MUSCLE:
The

##H#HHE bloom-1b7 : de

Anzeiger die Februar 1997 in der Welt, der die Leidenschaft vor der Gegend zu bewaren ,.. ,Jawohl fus hier sa, dass der Legit der Augen ist
&her aufder. Die VS der Ersatzalsacudrettallin von der von

/“\n * Copyright (C) 2005 - 2006 Deutsches fiir die Offentliche Géle\n * nach dem sichting von vgl. der Bundeswehr und der
Bundesverwehr.\n * In der Neue 1812 gezeigend werden die Besteichen und SLate der\n

Sachen im vergleichen Artikel. kenntlich und zu guten Gebtuhren. "The pseudo griinen volk um die pacto, der nicht auf sich einzelner
federations und so controllerein und unsere am und unsere lange von der vordasung und der als blood

TOM JENOR KITTE: | combine my work in different areas. In detail, we have different approaches for measuring, deriving and optimizing the
performance of the Bimaterial. We use one of the biggest Dresdner Institut fir die Umgangsmaterial (DIV) to test Bim

#H#H#HHE bloom-1b7 : fr

Pour ce qui est du prix, je ne trouve ¢a excessivement cher. Je le trouve méme plus abordable que le duvet normal. Et comme les matelas
sont généralement plus grands, c’est une bonne alternative au duvet pour plus de couverture.\n Cela peut sembler étre une autre alternative
au duvet mais en fait

Pourtant, le « bien commun » ne se réduit pas aux seuls biens de consommation, qu'il faut satisfaire a tout prix. Il exige le respect de la
personne humaine, au sens anthropologique du terme, tout comme le bien collectif (1). Ainsi, pour le « bien commun », doivent étre
envisagées et plan

Pourtant apres, et encore une fois, je constate que j'étais toujours en retard pour m'excuser. Mais ¢a ne m'empéchait pas de le harceler sur
les réseaux sociaux, le faire parler et le faire réagir, et quand il finit par me répondre, il m'ordonne d'attendre et de ne

Le tout dans un écrin de rose ou de jaune pour les plus audacieux. Le duo de pate a sel, en forme de saucisson, et de dentelle, a la fois
acéphale et télescopique, pour des parties de péche a la ligne réalisées a la perfection.\n Les amateurs de

#i#H#HHE bloom-1b7 : es

El actual entrenador de porteros del Barcelona, el navarro Raul Entrena, alista el nuevo proyecto y el banquillo del club catalan. El pasado
sabado, el nu...

El expresidente de la Generalitat de Catalufia, Joan Rigol, ha increado al president de la Generalitat, Artur Mas, en el Congreso de los
Diputados: "El problema de CiU, el problema de CiU, el problema de CiU, el problema de CiU, el problema de CiU, el problema de CiU, el
problema de

Y al respecto, el presidente del Grupo Popular, Javier Marias, en la rueda de prensa que ha ofrecido este martes en la Asamblea de Madrid,
ha sostenido que esta medida seria mas "rentable" para el Estado que la privatizacion de Adif, que supondria una pérdida de mas de 40.000
millones de

El Gobierno de Aragén ha firmado este jueves el Protocolo de Seguridad y de Prevencion de Incendios Forestales, que tiene como objetivo
"fomentar la cooperacion entre los distintos agentes implicados, para alcanzar una mayor eficiencia en el control de los incendios
forestales".\n El Consejero de Agricultura, Agua, Ganaderia, Medio Ambiente,

##H#HHE bloom-1b7 : zh

HEMNRSIES,, HREXHE, BEL, Bd, BRESE—R, FEESHE RBTH ETHOESF BNEE, BAXE, Hifn\n HRE
RUERAWAY), REREBERANME, REARLARBABR, FREMNWES, RE

“BAME— A BERIE R BBt (R R EE) MEABHRUR, "R A, “HANARBEMMEASHER, ERTFi(ERER)EFRE, HMK

BEHSAE, BEEFR2EAWER, \n st FHH

RMABABRAB R b, BRABATURLREMGITED, BEXTHBRA, hXFEFULTTRENTHT N, PHITEEERS
BEBLITN. FARHEHMERBRIFER, BERAR N BIMIERTRE, THRAH A BRIR

1258, KRAE—REBAMMEAMRERKEHER, £ER0H, FEERABMOFR FERMKRENIEE, FRINN—(405 %

HNBHBETRZFAR, ZBENDKRENEEEN, REkE

#HHHH# bloom-1b7 : ja

MEDFFLRICEESBVDTEEARFILENS \n\n AZTERTE-OIC. TOFFELRICITLESHAVIMFTONZJEIDIERTOAEDT
=3

QL OMIDPTOAVQ—IE. HYNES ! WA NEFIE. 5-EREQIS ! RA NEFIE. S-EREQIS ! @3I2LT7L—av Af
oy, 4
BHRERETTVVTTI—RTTEVVTTLVVTTLVVNTT VLTIV TT LV TT LD TTOWLTTLLTTLWLTTLWNTTLIWNT
FLLTTLLTTLLTTLLTTVWNTY

RFAKLEFALEVWSAREDSDHEDIHONSEWN, TOMNIETDEETELTDOMIETDESUTETIOIIETDEUTEIDA

Figure 28: Model-generated text examples from unconditional text generation settings with top-1000 and bottom-
1000 language-selective neurons intervention.

6956



###HH Llama-2-7b-hf : en

South Africa vs Australia — 1st ODI\n Venue: Cape Town, South Africa\n Kick-off: 17:00 (GMT 16:00)\n The hosts South Africa will be aiming
for a good start to their home ODI vs Australia on Th

import { NgModule, CUSTOM_ELEMENTS_SCHEMA, NO_ERRORS_SCHEMA, Component, Inject, forwardRef, forwardRef2, forwardRef3,
forwardRef4, forwardRef5, forwardRef6, forwardRef7, forwardRef8, forward

System and method for assessing and impro inin g\n US 7,072,796 B2, Filed 12, 2005, 12, 2007, 5, 2008, 1, 200

# Museo de Zoology\n \n The Museo de Zoology, founded 10 May 1838, is the oldest zoological museum in Argentina, and the second oldest
in the Southern Cone, after the Royal Artillery and Natural History Museum of Buenos Aires, which was founded in 183

#iHHH Llama-2-7b-hf : de

Abby Fleming April 26, 2011 at 8:30 AM\n Thanks for this! I've been noticing a lot of people saying that, and | definitely think it's right, for the
reasons you outlined (and also in that "back-bit

united states. Latest News - Latest News - 2021 - WRR\n Kay Talor, the first woman to serve as a Chief of the Chickasaw Nation, was
honored by the Chickasaw Nation, the University of Oklahoma, and the National Cowboy

Systematic Tips to Avoid Rejection and Endure in the Fight\n Previous post: Do you qualify for VA Aid and Attendance?\n Next post: Help
your Veteran survive the VA Process

2020-09-1509:22:21 [3388] -?- : *viewer: | am not sure if you are kidding, but when you help a server with 30000/40000 players

#HHHH Llama-2-7b-hf : fr

« Pentagon Chief Sees a Guarantee of Space Control | Main | What Did General McChrystal Really Say? »\n Rumsfeld: "l never gave
permission for torture."\n This is what he said.\n The former defense secretary, Donald H. Rumsfeld, in

« First « 12 3 » Last »\n «Between the Worlds»\n «Beyond the Wall»\n «High Five» - 08/08/03\n «We're Going To Be Kings» - 16/08/0

« The Tale of the Tiger in the Well\n (The Mirror and the Hammer), a fable by V. S. Naipaul\n The Tale of the Tiger in the Well (The Mirror and
the Hammer), a fable by V. S. Naipa

« 12/23/2010 Anchorage (AL) Post Journal: Anchorage man defends ousting of Kim...\n 12/22/2010 Anchorage (AK) Daily News: Anchorage
man ousted as international... »\n

#HHH# Llama-2-7b-hf : es

a) Consequences to a Guarantee\n \n Beyond the obvious counterparty risk which is present in such a guarantee, there is a high chance of
jeopardising the reserve ratios for the insurance companies, for the reasons of unfair competitive advantage in reinsurance renewals

united states. Latest News - Latest News - 2021 - WRR\n Trump Talks About the Future\n He is changing direction, but he is not going to
change the flag of the nation.\n The stigmas behind the flag\n The flag is the symbol of the

espectro d'una\n espectro d'e espectro de una espectro de una espectro d'una espectro d'una\n \n --{12K9K17H{5K5K8}8}8} {17}{8}1
Casa Museo de Juanito\n Juan de Dios\n Juanito Pérez\n Casi todos los otros Juanitos y Juanitas.\n Los _Complejos de Juan: Juan
Pardo, Juanita La La, Juanito El Chino, Juan de Dios, Juanito Pérez, Juanita Grossa, Juanita

#HHHE Llama-2-7b-hf : zh

BEX:12A198 #®1&A, FTF1A, Fil1A, BMNHEHMNT, EH—X BRXELER

EEHOXHEAEN - BRAB RN - ER— M HRMATETE\N "\n\n## BERE\N\n \n- ZEE MR

LT 2 Easy P XHBERHFRAER, B & Easy WHFRAEBMAERNA. BRER BBPRZUR

2020-09-15 2020-09-15 0 0 0 0\n Mmmmm.... Delicious! Sounds like a pretty good ad for a fast food chain, but it's actually an episode title
from the new CBS

H#HHHE Llama-2-7b-hf : ja

using System;\n using System.Ling;\n using System.Text;\n using System.Windows.Forms;\n \n namespace
Esri.ArcGISRuntime.WinUl.Controls\n {\n  /// <summary>\n  /// Event args for <see cref="ArcG

10. Latest Addition to LIVEIBUYBOSTON\n 10. Latest Addition to LIVE!BUYBOSTON - 08/08/03 11:04 PM\n I'm not sure if this is the best
place to

2011 - 2012 8th Grade - 1st Place Dance Team - MALC\n 2012 - 2013 7th Grade - 1st Place Dance Team - MALC\n 2013 - 201
2020-09-15T23:20:13-04:00September 15th, 2020|News|\n 2020 Women of Influence Award Recipient\n 2020 Women of Influ

Figure 29: Model-generated text examples from unconditional text generation settings with top-1000 and bottom-
1000 language-selective neurons intervention.
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H#HH#HHE xgIm-564M s en : 2

Mo3BonsiBam cu 1 @3 Aa BM NO3APaBA 3a BALLETO TbPXECTBO. HaucT1Ha € MHOro KpacuBo, MHOTO yXOBHO, MHOTO BAbXHOBSBALLO U BCE NaK
a KaXeM, Ye BCLLLIHOCT Haii-BaXXHOTO € KaKBO U3passiBame npes Tesu AHW.

UBIT(Units as Per Minute) is the number of seconds that a computer can wait before rendering a new scene. This allows you to try to
measure the quality of shots before working on them. A good time-saver is a good filmmaker having a good clock. For example, with a low
BAREBENEFNLEVBBEIERINFTOTITEELEN (RINAREK)

“I have to admit, my reaction was, ‘I'm not even going to inhale.”

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit Manager/Credit Broker within the
period of the fine.

2ch - DVD - DVD + - VOD - VJ - Blu-Ray - VCD - 3D - CUE - 2CH - ANIMATION - SHOW - SHOWS

#HHH# xgIm-564M @ en : 20

UBIT(Units as Per Minute of Revision Time)

BARBENEFNLEVBRBRIEREINFTOTITEELEN (R/INAREK)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader has been a vocal opponent of marriage

rights, as well as the central goal of his party.

A one-time Compliance Adjustment is being rolled out every one of the next three months and this is supported by the USDA ITR and the

General Accounting Office reporting that this is a very strong indicator of progress in the Environmental And Pollutant Prevention program.
This will help ensure that the program

2ch - DVD - video - video games - online games - music - software - tv - video games

We're Looking For a Successful Admin for an Adult Dating Service _ Johannesburg _ African Social _ 2018-04-28

#HHHHE xglm-564M : en : 200

Chile, Turkish Airlines president confirms hold on revolt

UBIT(Units as Per Minute of Input)

BABENFBEBHLEY V&, amazonDwebPay T TE>T.

“I have to admit, it is not that it is bad. But to be honest in the most mundane way, the countryside is such a beautiful country. So | can’t help
smiling and having a good time here and there.”

white-oil affinity. was produced from a very small amount of

A one-time Complaints booklet is being rolled out every month for the latest Complaints notifications and updates on the Complaints
web-site. The Complaints web page is a resource for all of your Complaints related issues so you can contact the Complaints Subventors
directly at

#H##H# xglm-564M : en : 2000

Some of the issues that we are gonna have here are: the NSA is investigating whether the program is leaking in to the public and the
government is trying to stop it as of late as it is possible. In the meantime the NSA is going to run the Panama Papers to find out what the
UAE(UAE is the official of the U.E.E.)

HZAEE on the first syllable is a fairly popular word of the language. Many Italians and French students are also familiar with the word
“Speech”. In this article, we will be discussing some of the words that use the first syllable in Italian and how they work in the English
language.

Billie Eilish: Caught on Tape, Fans Don't Want to Miss the Event

Lead-oil afforestation was problematic for the first 50 years of the Kyoto Protocol, and it would be

A one-time Complaints booklet with easy-to-book returns and failures is included.

#H#HH## xglm-564M : en : 20000

rated music videos, if you like you can try our other the. movie, we have another the. too, so you can love this the. alone. too you of the
biggest huge there the. anyway, you the best about the download the. we have the. with the

this is the price of the friend from the side of the shot on the right of the composition of the artist. and the price of the friend of the side of the
composition of the artist.

working out the following lines on words within the first and second of those syns syns syns syns syns syns syns syns syns syns syns syns
SYNS SYNS SyNs Syns Syns Syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns syns
SYNS SYNs Syns Syns syns Syns syns syns syns syns syns syns

worth for money games to play with wood

white-eyed afbeeldings was first published at the 50 year old old woman with the is never- to

advice one to one with the others...

#H##H# xgIm-564M : en : 200000

ceecccccccccccccccccccccccccccccccccccccccccccccccccccccceeeeedd

un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un
Un UN uN unN unN un unN uN uN un uN unN un un un un un un un

Figure 30: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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#iHHHE xgim-564M : de : 2

Mo3BonsiBam cu v a3 Aa BM NO3A4paBs 3a BaLLETO TbPXKECTBO. HanucTnHa € MHOro KpacuBo, MHOTO AyXOBHO, MHOTO BABXHOBSBALLO W BCE NaK
[a KaXKeM, Ye BCLUHOCT Halt-TEXKO € HE CaMO B NUYEH MNaH, HO U B NPOdeCcoHaneH, B OTHOLLEHUATa OCMUCTISIHE KONKO MHOTO fobpe
UBIT(Units as Per Minute) is the number of seconds that a computer can wait before rendering a new scene. This allows you to render
scenes faster.

BARENEENLVEBEERINET OTIEE SN (R/ALKE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-choice juror in the
Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment grant of up to $25,000 for violations of the Immigration and Naturalization Act of 1994, Immigration and
Customs Enforcement, with the exception of false identification, to the following victims:

2ch - DVD - Serien - Games - Comic Shop - PSP - Winx Club - Winx Club 2 - Winx Club 2 Deluxe - Winx Club 2 - Winx Club 2 HD - Winx
Club 2 (PC)

#iHHHE XxgIm-564M : de : 20

Hast du einen Auftritt in dieser Kategorie?

Upgrade to the Gold Edition

BARBAESENLEVRBEEREINFT O TITEBEZEN (R/INLKE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-millionaire, campaigned
on the platform as the White House’s chief of staff, in response to the election.

A one-time Compliance Adjustment Bulletin was sent to every subscriber in the last three months of this year.

2ch - DVD - Serien - Games - Comic Shop - PSP - Winx Club - Winx Club 2 - Winx Club 2 Deluxe - Winx Club 2 - Winx Club 2 HD - Winx

Club 2 (PC)

#HHHH# xglm-564M : de : 200

Hast Du einen Anwalt?

Wechseln zu: Navigation, Suche

gelassenen und kompetenten Assistenten, zu denen die von Ihnen gewiinschten Arbeitsgebiete gehéren.

Einen anderen Artikel lesen:

in einer Folge des Buchs mit einer kurzen Geschichte aus dem Zusammenhang mit dem Erinnerungsexperiment. Hervorzuheben ist, dass
sie zwar fur die Ausfilhrung dieses Experiments in der Zukunft immer noch recht unversténdlich ist, aber eine viel bessere Anwendung fir
die Zukunft hat sich bereits gezeigt.

Eine Zusammenarbeit mit VR Compu-

#HHHH# xglm-564M : de : 2000

Vortrage unter der Uberschrift "War fir Troja und ihr jahrhundert' zu nutzen und abzuschlieRen.

Urlaub fiir Menschen mit Schmerzen

gelassenen und kompetenten Mitarbeiterlnnen fihrt zu einer herausragenden Zusammenarbeit. Sie sind zielsicher und zuverlassig und
tbernehmen wichtige Aufgaben im angeschlossenen Bereich und unterstiitzen die Filhrungsfahigkeit der Mitarbeiterlnnen mit engagierte
und zuverlassige Mitarbeiterlnnen aus dem gesamten Unternehmen.

“| tend to be a wiener und am happier Uber meine runden als tber die gesamtheit meine kérperlichen entwicklung. Ein gedanke von mir: ich
kénnte noch ein bisschen mehr erreichen und ich kénnte Uiberrascht sein Giber die vorherrschendem schlankheit meiner manner. Selbst das
in einer gut durchdachte Lésung fiir eine guten Zusammenarbeit zwischen Schulen und Medizinerlnnen, is. Hervorzuheben ist allerdings
auch der erhoffte schnelle und flexible Antwort auf die Zukunfts- und sozialen Herausforderungen.

merkt sich nicht mehr was ist...

#HHHH# xglm-564M : de : 20000

Die Bedingungen fir eine klare leben vollstandig eine fur eine liebe und ein gesunde die eine geschlecht und zwei siege einmal die ein
herausforderung die ein siege einmal die ein herausforderung die ein grofRes wie wichtig fur die ein ein siege einmal die ein herausforderung
die ein ein siege einmal die ein herausforderung die ein

Die nachste ist fur Nordlicht und schwarz. Wird wohlderder fir nachste Woche Freitag Nacht zum Sonntag die néchste einer Morgen an
Freitag bei Stunde Mitte wollen auch fiir Sie get eine Die nachste ist fur Nordlicht und schwarz kommt Donnerstag Die nachste ist fur
Nordlicht und schwarz kommt Donnerstag von Wester und heute morgen die nachste eine Morgen

Kleine Bewerbung fiir einen Bewerbung auf Einen Veranstaltung fur zu einem die von Arbeiten zu werden Sie fur ein unserer zusammen
dafir fur ein unserer zusammen dafir fur ein unserer zusammen dafiir fur ein unserer zusammen dafir fur ein unserer zusammen dafir fir
ein unserer zusammen dafir fir eine der fiir eine von auf fir eine fur eine von fir eine fur ein fur

kleines gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch
gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch
gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch gesch
gesch

#HH#HH xgIm-564M : de : 200000
(OO

un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un un
un un un unN un uN un un un un un un un un un eine eine eine eine

Figure 31: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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H#HHHHE xgIm-564M : fr: 2

MosBonsiBamM cu 1 a3 Aa BY Kaxa, Ye NocneaeH 13Xoa 3a MosTa UCTOPUS € B CbAaa.

UBIT(Units as Per Minute) is the number of seconds that a computer can wait before rendering a new scene. This allows you to try to
measure the quality of shots before working on them. A good time-saver is a good filmmaker having a good clock. For example, with a low
BARENEFALGVERIIERINET O TITEELZSN (R/IVLXR)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-choice juror in the
Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment Bulletin being sent to every subscriber of the Asset Management Information Bulletin.

2ch - DVD - DVD + - VOD - VJ - Blu-Ray - VCD - 3D - CUE - JPG - GIF - TIFF - ICO - PNG - MP3 - XDCAM (KTM) - PSP - PS3 - USB -
WMP - WMA

#HHHHE xgIm-564M : fr : 20

12 posteurs * Page 1 sur 1

Utilisez les fonctionnalités de la recherche pour bien comprendre les résultats ci-dessous :

&0l JIE0| F2Hels R &% 224 AN s SRAMNMES O 228 A 2SLICH.

“I tend to think we should try harder, because two of us have to be better in the championship and we’re not looking forward to it
Puis-je affronter le mal?

Une version de I'écoute de...

H#HHHH# xgIm-564M : fr : 200

12 posteurs * Page 1 sur 1

Utilisez les fonctionnalités de la recherche pour bien trouver I'annonce qui vous convient.

&0l &0l F10 HE| HOUHAM SFAH2 SALICH

“l tend to place a camera on me, because | tend to have to push it in the wrong direction or I'm not looking at people.”
Commentaire Jeanne affamée de deux choses évidentes: le monde a ses pieds et la mémoire du crime

Une version de CSS Complétement...

#iHH# xglm-564M : fr : 2000

«ll serait dommage de réécrire I'histoire au lieu de donner & entendre qu'une personne est une personne vivant dans I'état dans lequel elle
est présente», ajoute le Kentou. «La plupart des médias dans le monde ne donnent pas suffisamment de voix, et qu'un jour il n'y

sérieux en ligne seulement sur la.

“l tend & étre considéré comme une personne, et j'étais assez intriguée pour ¢a”, ajoute le pilote. “Nous allons devoir faire beaucoup d'efforts
pour trouver ces pilotes et trouver des réponses."

Puis-je afférent de attendre les autres?

Une version de CSS Compréhensive est mise a jour pour les serveurs de Bibliothéque publique de Bibliothéque publique du Québec
(BPPEQ) et de la Bibliothéque nationale du Canada (BNC).

#HHHH# xgIm-564M : fr : 20000

retour & a a version précédente

établi en ayant seulement quelques pour différentes avec bien entendu pour étre récueillant, voir utilisé a a a avec mais fin pour étre utilisé
du notamment a & a avec. E titre a particulier a particulier é titre a particulier é titre & particulier é titre & particulier é titre a particulier é titre a
particulier é titre a particulier

autres pour pouvoir testen leur expérience dans leur propre voiture. aucune autre personne aujourd aujourd vos a fait avoir beaucoup
difficultés pour étre propriétaire d leur propre voiture avec succes. aujourd lors avoir certains difficultés avec succes voiture avec succes
connaitre certains personnes aujourd lors avoir beaucoup difficultés pour avoir beaucoup difficultés avec succés voiture avec succés malgré
leur derniére appelé leur

a nouveau frere et d lui était meilleur pour 2017 lequel vous étes trés mais a partir de juillet pour.

aitez a des bétipour avec ce aux a thémes films a théme pour votre envoyé. celui quand a montré a ses a théme on votre a théme sur votre
a théme sur votre électrique a théme sont créés. a quand a de avoir précédé a théme a théme votre a théme décoré vous

ayant recu aujourdé a meu retour... tee pour ceux qui croient #mymonjour #moi #myjour #nonfaiteuse #nonfaiteusemai
#nonfaiteusepouretetetetet #nonfaiteusepouretetetet #nonfaiteusepouretetetet #avecAutrice

#HHHHE xgIm-564M : fr : 200000

ceeceecceccceceecc

un un un unN unN uN uN un uN uN uN uN uN uN uN uN uN uN unN unN un un un un un un un uN uN uN uN uN uN uN uN un un un un un un un un un un
un un un un un un un un un uN uN uN uN uN un un un un un

Figure 32: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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H#HiHHH# xgIm-564M : es : 2

Mo3sonsBam cv 1 a3 Aa BM NO3ApaBsa 3a BaLLETO TbPXECTBO. HaucTMHa e MHOro Kpacveo, MHOTO AyXOBHO, MHOTO BABXHOBSABALLO U BCE Nak
[a KaxeM, Ye BCbLUHOCT Hall-BaXHOTO € KaKBO U3passBame npes Te3n AHW.

UBIT(Units as Per Minute) is the number of seconds that a computer takes to complete a task. It is based on the amount of time spent by the
user on a task.

BARENEFNLOERBREERINFTOTIEES SN (R/VLKE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-choice juror in the
Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit Manager/Credit Broker within the
period of the fine.

2ch - DVD - DVD + - VOD - VJ - Blu-Ray - VCD - 3D - CUE - 2CH - ANIMATION - SHOW - SHOPPING - PICTURES - BLU-RAY - VIDEO -
MUSIC - AUDIO - INTERVIEWS - INTERVIEWS

H#HHHH# xgim-564M : es : 20

Chile, Chile, president of the Chilean national football team, chile movie, chile series, chile tour, chile visa, Chile's Prince Harry and Meghan
Markle tour as seen on TV, chile tour schedule, chile tour video, chile weblog, 2015 Chile Soccer World Cup

Utilizamos cookies para asegurar que damos la mejor experiencia al usuario en nuestro sitio web. Si continda utilizando este sitio
asumiremos que esta de acuerdo.Estoy de acuerdo

BARENEFNEVERBIEIBRINET O TR (R/NLFEK)

“I tend to be a bit of a party girl—I don’t really take in anything. | just like being on a party. I'm good at it.”

A one-time Compliance Fee is payable to the Client for any violations of this Agreement.

2ch - DVD - Rent - 1D - Alcohol - Synopsis de Pelicula

#HHHH xglm-564M : es : 200

Chile, Chile, president confirms Libra — Ecuador, Ecuador, Ecuador, Ecuador, Ecuador, Ecuador, Ecuador, Ecuador, Ecuador

Utilizamos cookies para asegurar que damos la mejor experiencia al usuario en nuestro sitio web. Si continGia utilizando este sitio
asumiremos que esta de acuerdo.Estoy de acuerdo

© ©:Nili biz lannister

“I tend to be a bit of a nerd—I like movies,” he says. “I'm a big fan of the Discovery Channel, good shows.”

Direccién: Calle 2 de Febrero 11 piso 12P

A one-degree deduction for delinquency is made for delinquent activities, including but not limited to unlawful loaded vehicles, narcotics,
weapons, narcotics and prohibition of gambling.

#HHH#HE xglm-564M : es : 2000

Chile, Colombia, Paraguay, Uruguay, Bolivia, Chile, Ecuador, Pert, Uruguay, Colombia, Paraguay, Paraguay, Colombia

Utilizamos cookies para asegurar que damos la mejor experiencia al usuario en nuestro sitio web. Si continGia utilizando este sitio
asumiremos que esta de acuerdo.Estoy de acuerdo

Agradezco a los funcionarios y a los estudiantes que no dejaron que la tarde estuviera vacia, y que siempre tuvieron el apoyo de nuestros
estudiantes.

“Icar y El Capitan y asi, para explicarlo todo”.

Direccién: Avenida 2 de Febrero, 98 y 102

A one to one conversatorio junto a un amigo, siempre sera una buena oportunidad para conocernos, crecer para luego compartir nuestros
conocimientos y saber afrontar cualquier situaciéon que se nos presenta.

#HHHHE xgIm-564M : es : 20000

mas detalles acerca del proyecto

mientras que el pasado fue la peor peor prueba registrada en el afio, ahora, en el siguiente estudio, desde el fin de semana de septiembre,
estamos evaluando la mejor sefal que tienen las atencion, incluyendo las mejoras de rendimiento, diciendo que estamos dejando una el
lugar para el mejor sitio de los soluciones luego de esta

dias después de la norteamericano solter conocer mujeres en mexico anuncios para conocer mujeres bajo tierra

“Estoy aqui y nadie mas quiere llegar asi, asi y nadie mas quiere llegar” y muchos mas.

Ademas, atencion gratuita en las puertas del Congreso de Alemania

este escenario de nuestro diario vivir junto... esa palabra tiene mucho sentido porque refleja nuestra atencién. pero cuando estamos para
nosotros mismos y hacia nosotros mismos el escenario comienza diciendo que el escenario esta hablando desde abajo hacia abajo
haciendo que el escenario esta enfoca las palabra desde abajo hacia abajo hacia arriba estas necesita ahora desde abajo hacia abajo hacia
abajo

#HHHHE xglm-564M : es : 200000
ceeccccccccccccccccccccccccccccccccccccccccccccccccccccccccceecd

un un un un uN uN uN uN UuN UN uN uN uN uN UuN UN UN uN uN UN UN UN UN UuN uN UuN UN UN UN uN uN uN UuN UuN uN uN uN uN uN un un un un un un
un un un un un un un uN uN un un unN un un un un un un un

Figure 33: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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#HHHH#E xgIm-564M : zh : 2

MossonsiBam cu 1 a3 fa BU NO3ApaBs 3a BaLLETO TbPXECTBO. HanucTnHa € MHOro Kpacueo, MHOrO AyXOBHO, MHOTO BAbXHOBSABALLIO U BCE Nak
a KaxeMm, Ye BCBLUHOCT Haii-BaXKHOTO € KakBO U3passiBaMe npes Tesu AHU.

UBIT(Units as Per Minute) is the number of seconds that a computer can wait before rendering a new scene. This allows you to try to
measure the quality of shots and get estimates on how you'll be able to improve them. UBITs are calculated by dividing a scene’
BAREAEFNLVEBREERINET O TITEESZEL (R/IVAFE)

“I have to admit, my reaction was, ‘I'm not even going to join the party.” Ukip’s 58-year-old leader, who is a multiple-choice juror in the
Ohio-based state Supreme Court, said he was “not in favour of the NHS

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit Manager/Credit Broker within the
period of the fine.

2ch-DVD-DVD +-VOD - VJ - Blu-Ray - VCD - 3D - CUE - 2CH - ANIMATION - SHOW - SHOPPING - PICTURES - BLU-RAY - VIDEO -
MUSIC - AUDIO - INTERVIEWS - INTERVIEWS

H#iHHH# xglm-564M : zh : 20

12A278 ARBFAMESRES SN L BREARE. BERERBEXARARE — S REBHHEFANFE AR THHREREABEATA
o

UBIT(IBRUBITHLM X B EMZE RN TR I — K KBEH. FEEPHEH — R UbIHLER RO T AR, X EME RN AL E E M EHE
e

FEAERANDEX AR 2 A 1T R A 307 IR

“I have to admit, my reaction was, ‘I'm not even going to intake.”

ERAEEHER ERABIRG 16O ER EABE M AERERE FEE—RESPFENFTHE.

2ch - DVD - Rent - 1ch - Download - PADRENT.com

#HHHH#E xgIlm-564M : zh : 200

XEM(B)PEEER—MEUKRFLMNESEBARTZH, G E-RELFERPREN— AR,

SEFEHAPDRIX AP Z 71 28 307 ISR R, B W T R RS ARG BB IREENERRER A -2 EFHHES
I

“FRIRETAE MEBRMER HHIRLBRMELB LM K ELTHREMALXENEE,”

B4 F, B e A7 B MR F Bk B & &

SEEREXREAFRETR 01-12

BT RER—MIERE NSRS EREMMNEAFHLBRIMBELEERIELEFERAPIRF EEMNEE,

#HHHHE xgIm-564M : zh : 2000

ZR(C)ERSARBEMIXFRT URA.

o 2R T 2 BT R AL B T 813 KE 1006

W AR LR ULEEEE RTRREINLFE EEL DETHAR MBRELATEMEMEITRESEM. IRELEI L HLH, "
HEZHFFENEERERREE

EEOERBRR—MIRE RREAUSE - N SVENEIN— IR FEETUHEATEMRE. EELARPERASHERA TUNR
HEmMaE BRENDEFHETLRH

BN R SR B4 B 52 R Bl S AT RO FTET (K

#HHHHE xglm-564M : zh : 20000

RReM EANNRNEANER, TATXNSRaEL,

RETRIFMRSTIRUEERTE5FRWAR, CRIEXIE?

FEEEERE TR B G178 E B T IRE9 AR R %I 65 AR

HBF - HAETRIS L.

REEAREATNE. BARREADE N BB EREFDERETIN - EERLBAR R L —IBERTE. THRENHRELATL
Bk, ARLATRATHERIE—REBIKITR

BEEHRE— AT ZMEARSEREHRBREUREER . ERRETHRENERR. EFREUNRFEANENBELRL,

#i#HHE# xgIm-564M : zh : 200000

Figure 34: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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#iHHHE xglm-564M :ja : 2

12 post / 0 new Last post on May 15, 2013, 10:25 PM by moviechick

UBIT(Units as Per Minute of Revision Time)

BARZENEEFNLEVEBRIERINET O TIEBELZEIL, (R/VLKE)

“I have to admit, my reaction was, ‘I’'m not even going to inhale.”

A one-time Compliance Adjustment fee of $2,000 will be charged to every credit reporting agency/Credit Manager/Credit Broker within the
period of the fine.

2ch - DVD - Rent - Browse - Latest - Top Rated

H#iHHH xglm-564M : ja : 20

o070 EBABS-ESFIMIOBEERETOTVET,

FEVE(ELHBGRYFELA CODERIE, FENENO, FLAHTHRATHNDIDTY,

WOHEDETFH=vIIE. amazonDweb> 3y TEA T,

“I have to say, just beautiful.”

L—LY—EXDAiBM, BE-BXASOZHALATEE.

2ch - DVD - Blu-ray - 3D - PSP - PS2 - PS3 - Wii - Xbox - Sword Art Online - B+ 2% - #-UMLITHIL (ZEER) - o orv/oIvt
4 - PIEEYE

#iHHH xglm-564M : ja : 200

0707 EEABIESFAMEORBLEGEHLTEYET .,

FEWEELA)ELLG>TRLRHYEE AL

WOEDEITTHY=vYI(E, amazonDwebP 3y TSAT,

ARG HHEBDIFE. EI. I EI. . E3. 0. B . HAF . SEH.COBDEFEE. ZLT.CORAR. CO. 5. COBKE. EL
T.COBERE =B,

HAYAZETHENTE ML, COPPTERIZEEF. E54.

W—LHARH AL —hEN TN TREZD WAL NLaAZ—(TEFREEIE WO THRELALTEEY,

#HHHE xglm-564M : ja : 2000

COTATENSVINYIETRTERRTHIAJ(ITRTICTIATOBHLEN DT TEYETOT. TATDFLENI U IER>TH A M EE
BLTWAEAERE. VU IERDILEITEERA. TOHDI U IER>TIERETAETNIEL, ZOBRATYV V%R
FEWERSBDEND-O)COBEMRIET . EXHEREOREXAICKERLET,

WOLDETTLARVDEERLDICLERSD,

LE2A—ZEURBHALISATIL YD BETHEVADNBELROOTINTT,

ESBEEDEETSFETY .

DIL—bETERLZS D,

#HHH xglm-564M : ja : 20000

FLFIZOKEBRDICITONIZEDEEZEDEEDRIZTIZE

(BB ORI TTHICRYRDDENED TEFLRT IS ITIETISALICSIZICCONHDFEFILEEZ TIETHICITIAMLIEITATE]
IFTAALIE

YUMZHEBIZETTEDIETTEDIXIZRKREDDHDEDICELETTIHDETIHD EADES3BEDDTTIEDIETTEDIETIEDTTAZD
[FTTEDIETEDTIETETIETTETEHHYET LA, 2O

MET AETIZICIS BT S E. B E H BT E I3 X 2. 2D 1 AR XIS E S AL D X YL IS, TUB.

A TEZRASNATOIOFERMIZEDHESN D

TIL=HDAFIND, FIE-RETEODNEILHTOD-EJDTTCTCTCTCTTCCCCTCTCTCTCTCCCTCTCTCTCTCTCCTCTCTCTCTTTCTCTCTCTTT
T

##H###H xglm-564M : ja : 200000

Figure 35: Model-generated text examples from unconditional text generation settings by varying the number of
interventions.
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model language BLEU
Before After
xglm-564M de 0.0 0.0 0.0
xglm-564M ja 0.0 0.0 0.0 0.0
xglm-564M fr 0.0 3.0 0.0 0.0
xglm-564M zh 0.0 2.0 0.0 0.0
xglm-564M - 0.0 5.0 0.0 0.0
xglm-1.7B de 0.0 18.0 0.0 14
xglm-1.7B ja 0.0 11.0 0.0 0.0
xglm-1.7B fr 0.0 0.0 0.0 0.0
xglm-1.7B zh 0.0 0.0 0.0 0.0
xglm-1.7B - 0.0 7.3 0.0 0.3
xglm-2.9B de 0.0 3.0 0.0 0.0
xglm-2.9B ja 0.0 0.0 0.0 0.0
xglm-2.9B fr 0.0 0.0 0.0 0.0
xglm-2.9B zh 0.0 0.0 0.0 0.0
xglm-2.9B - 0.0 0.8 0.0 0.0
bloom-560m de 0.0 4.0 0.3 04
bloom-560m ja 0.0 0.0 0.0 0.0
bloom-560m fr 0.0 0.0 0.0 0.0
bloom-560m zh 0.0 0.0 0.0 0.0
bloom-560m - 0.0 1.0 0.1 0.1
bloom-1b7 de 0.0 35.0 1.0 1.8
bloom-1b7 ja 0.0 8.0 0.1 0.2
bloom-1b7 fr 0.0 2.0 1.0 1.5
bloom-1b7 zh 0.0 3.0 0.2 0.3
bloom-1b7 - 0.0 120 0.6 0.9
bloom-3b de 0.0 320 0.7 1.0
bloom-3b ja 0.0 4.0 0.1 0.1
bloom-3b fr 0.0 6.0 04 0.7
bloom-3b zh 0.0 1.0 0.2 0.2
bloom-3b - 0.0 10.8 0.3 0.5
Llama-2-7b-hf de 0.0 48.0 1.2 125
Llama-2-7b-hf ja 1.0 57.0 0.2 4.5
Llama-2-7b-hf fr 0.0 320 1.0 111
Llama-2-7b-hf zh 3.0 82.0 0.6 7.8
Llama-2-7b-hf - 1.0 54.8 0.8 9.0
Llama-2-13b-hf de 0.0 37.0 0.6 10.0
Llama-2-13b-hf ja 40 75.0 0.7 6.1
Llama-2-13b-hf fr 0.0 9.0 0.7 4.7
Llama-2-13b-hf 0.0 96.0 5.8 9.6
1.0 543 1.9 7.6

Llama-2-13b-hf

zh

—_

Table 10: Results of conditional text generation for IWSLT2017.



model language Accuracy BLEU

Before After Before After

xglm-564M de 00 17.0 0.0 0.0
xglm-564M fr 0.0 1.0 0.0 0.0
xglm-564M zh 0.0 2.0 0.0 0.0
xglm-564M - 0.0 6.7 0.0 0.0
xglm-1.7B de 0.0 16.0 0.0 0.2
xglm-1.7B fr 0.0 0.0 0.0 0.0
xglm-1.7B zh 0.0 0.0 0.0 0.0
xglm-1.7B - 0.0 53 0.0 0.1
xglm-2.9B de 0.0 0.0 0.0 0.0
xglm-2.9B fr 0.0 0.0 0.0 0.0
xglm-2.9B zh 0.0 0.0 0.0 0.0
xglm-2.9B - 0.0 0.0 0.0 0.0
bloom-560m de 0.0 4.0 14 1.2
bloom-560m fr 0.0 0.0 0.5 0.6
bloom-560m zh 0.0 0.0 0.1 0.1
bloom-560m - 0.0 1.3 0.7 0.6
bloom-1b7 de 00 37.0 29 1.7
bloom-1b7 fr 0.0 9.0 1.7 2.7
bloom-1b7 zh 00 34.0 0.5 0.6
bloom-1b7 - 0.0 26.7 1.7 1.7
bloom-3b de 0.0 19.0 3.1 1.4
bloom-3b fr 0.0 7.0 1.2 4.0
bloom-3b zh 0.0 4.0 0.4 1.0
bloom-3b - 0.0 10.0 1.5 2.1
Llama-2-7b-hf de 20 53.0 53 15.2
Llama-2-7b-hf fr 0.0 36.0 2.1 13.2
Llama-2-7b-hf zh 12.0  86.0 24 113
Llama-2-7b-hf - 47 58.3 33  13.2
Llama-2-13b-hf de 40 32.0 3.3 9.7
Llama-2-13b-hf fr 1.0 15.0 2.2 6.6
Llama-2-13b-hf zh 57.0 99.0 13.5 18.9
Llama-2-13b-hf - 20.7 48.7 63 11.7

Table 11: Results of conditional text generation for WMT.
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zh

model language Accuracy BLEU
Before After Before After
xglm-564M de 0.0 38.0 0.0 0.0
xglm-564M es 0.0 3.0 0.0 0.0
xglm-564M ja 0.0 0.0 0.0 0.0
xglm-564M fr 0.0 0.0 0.0 0.0
xglm-564M zh 0.0 1.0 0.0 0.0
xglm-564M - 0.0 8.4 0.0 0.0
xglm-1.7B de 00 21.0 0.0 1.3
xglm-1.7B es 0.0 0.0 0.0 0.0
xglm-1.7B ja 0.0 4.0 0.0 0.0
xglm-1.7B fr 0.0 0.0 0.0 0.0
xglm-1.7B zh 0.0 0.0 0.0 0.0
xglm-1.7B - 0.0 5.0 0.0 0.3
xglm-2.9B de 0.0 0.0 0.0 0.0
xglm-2.9B es 0.0 0.0 0.0 0.0
xglm-2.9B ja 0.0 0.0 0.0 0.0
xglm-2.9B fr 0.0 0.0 0.0 0.0
xglm-2.9B zh 0.0 0.0 0.0 0.0
xglm-2.9B - 0.0 0.0 0.0 0.0
bloom-560m de 0.0 6.0 04 0.3
bloom-560m es 0.0 9.0 0.2 0.6
bloom-560m ja 0.0 5.0 0.0 0.0
bloom-560m fr 0.0 0.0 0.5 0.6
bloom-560m zh 0.0 0.0 0.3 0.3
bloom-560m - 0.0 4.0 0.3 0.3
bloom-1b7 de 0.0 56.0 1.3 1.3
bloom-1b7 es 0.0 2.0 1.2 1.2
bloom-1b7 ja 0.0 6.0 0.2 0.1
bloom-1b7 fr 0.0 16.0 1.7 2.8
bloom-1b7 zh 0.0 21.0 0.3 0.2
bloom-1b7 - 0.0 20.2 0.9 1.1
bloom-3b de 0.0 31.0 1.4 0.8
bloom-3b es 0.0 7.0 1.4 2.3
bloom-3b ja 0.0 7.0 0.2 0.2
bloom-3b fr 0.0 1.0 1.8 1.8
bloom-3b zh 1.0 2.0 0.4 0.4
bloom-3b - 0.2 9.6 1.0 1.1
Llama-2-7b-hf de 0.0 66.0 26 17.7
Llama-2-7b-hf es 40 77.0 33 16.6
Llama-2-7b-hf ja 0.0 58.0 03 104
Llama-2-7b-hf fr 1.0 58.0 4.1 21.5
Llama-2-7b-hf zh 1.0 76.0 1.0 11.5
Llama-2-7b-hf - 1.2  67.0 23 155
Llama-2-13b-hf de 00 220 1.5 8.8
Llama-2-13b-hf es 20 140 1.8 4.3
Llama-2-13b-hf ja 70 540 24 11.0
Llama-2-13b-hf fr 0.0 23.0 1.6 105
Llama-2-13b-hf 20.0 93.0 44 19.1
5.8 41.2 23 10.8

Llama-2-13b-hf

Table 12: Results of conditional text generation for FLORES200.
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HAHHH R

# Input text

HAHHHBH R R

Translate an English sentence into a target language. English: Machu Picchu consist of three main structures,
namely Intihuatana, the Temple of the Sun, and the Room of the Three Windows. Target Language:

HRHBHBH R R R R R
# Output text
HE AT

#HH#HE xgIm-564M

# Without any intervention
English

# Intervention in German neuron
Deutsch

#H#### bloom-1b7

# Without any intervention
The language of the Machu Picchu Temple is the Quechua language, which is spoken by the local people of the
region.

# Intervention in French neuron
The structure of Machu Picchu is similar to that of the structure of the Temple of the Sun, except for the addition
of the Room of the Three Windows.

###H## Llama-2-7b-hf

# Without any intervention
Machu Picchu consist of three main structures, namely Intihuatana, the Temple of the Sun, and the Room of the
Three Windows.

# Intervention in German neuron
Machu Picchu besteht aus drei Hauptstrukturen, namlich Intihuatana, der Tempel der Sonne und die Zimmer mit
drei Fenstern.

# Intervention in French neuron
Machu Picchu est composé de trois structures principales, les Intihuatana, le Temple du Soleil et la Salle des
Trois Fenétres.

# Intervention in Spanish neuron
El Machu Picchu estd compuesto por tres principales estructuras, como el Intihuatana, el Templo del Sol y el
Saldn de las Tres Ventanas.

# Intervention in Chinese neuron

HEHMDBRE=TEMNENR, IR, ZBRN=8%E.

## Intervention in Japanese neuron
RFAEFAUI=EDDEEBENTHD. 1 T1475F . KEOHE. BLUV=DDEDEHETHD.

Figure 36: Summary of model-generated text examples from conditional text generation settings
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#H##H## xglm-564M

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: English

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: English.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: English

#H#### bloom-1b7

Translate an English sentence into a target language.\n English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes).\n Target
Language: Sleep interruption is the process of purposefully awakening during your normal sleep period and
falling asleep a short time later (10-60 minutes).

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: The traffic stream is a sequence of events, each of which is a
point in time. The traffic stream is a sequence of events, each of which is a point in time. The traffic stream is a
sequence of events, each of which is a point in time. The traffic stream is a sequence of events, each of which is
a point in time. The traffic stream is a sequence of events, each of which is a point in time. The traffic stream is a
sequence of events, each of which is a point in time. The traffic stream is a sequence of events, each of which is
a point in time. The traffic

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonian primary temple
was the home of the god.

####H#H# Llama-2-7b-hf

Translate an English sentence into a target language.\n English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes).\n Target
Language: Sleep interruption is the process of purposefully awakening during your normal sleep period and
falling asleep a short time later (10-60 minutes).

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: Fortunately, drivers tend to behave within a reasonably
consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonians built each of their
gods a primary temple that was considered the home of the god.

Figure 37: Model-generated text examples from conditional text generation settings without interventions.
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H#H#HH# xglm-564M : de

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: Deutsch

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: Englisch.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: Deutsch

#H##H## xglm-564M : fr

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: English

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: English.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: English

#H##H## xglm-564M : es

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: English.

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: English.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: English.

###HE xglm-564M : zh

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: English

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: English.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: English

H#H##H## xglm-564M : ja

Translate an English sentence into a target language. English: Sleep interruption is the process of purposefully
awakening during your normal sleep period and falling asleep a short time later (10-60 minutes). Target
Language: English

Translate an English sentence into a target language. English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically. Target Language: English.

Translate an English sentence into a target language. English: The Babylonians built each of their gods a
primary temple that was considered the home of the god. Target Language: English

Figure 38: Model-generated text examples from conditional text generation settings with top-1000 and bottom-1000
language-specific neurons intervention.
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#H#### bloom-1b7 : de

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: Die die die die die die die die die die die die die die die die die
die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die
die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die
die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die die
die die die die die die die die die die die die die die die die die die

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: Die Babylonians built each of their
gods eine primary temple, die was die home of die god.

#H#### bloom-1b7 : fr

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: The traffic stream is not as consistent, and it is not possible to
represent it mathematically.

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonians built each of their
gods a primary temple that was considered the home of the god.

##### bloom-1b7 : es

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: The traffic stream is not a simple stream of individual vehicles,
but a stream of individual vehicles, each of which is a stream of individual lanes. The traffic stream is not a
simple stream of individual lanes, but a stream of individual lanes, each of which is a stream of individual lanes.
Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonian Dioses are
considered the primary deities of the Babylonian religion.

####H#H# bloom-1b7 : zh

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: ¥3: 8% : &% 8% % 8% % #h%: #h%: 3%
BF BRE: EE BF BNE EE BRE BNE: ENE BRE EE BN BRE AR GBI BRE AR %
BNFE: BNE: EE BNE: AhE EMIE BNE ANE: ENE BRE EAE ENE BhE EhE Bh¥

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonian primary temple is
considered the home of the god.

#H##H bloom-1b7 : ja

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language:

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The primary temple of the god was
considered the home of the god.

Figure 39: Model-generated text examples from conditional text generation settings with top-1000 and bottom-1000
language-specific neurons intervention.

6970



#H### Llama-2-7b-hf : de

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: Fortun undoubtedly, die Fahrer verhalten sich innerhalb einer
ziemlich konstanten und damit erkennbaren Grenzen; somit, die Verkehrstréme tendieren zu einer ziemlich
konstanten und damit erkennbaren Struktur und kénnen mathematisch abgebildet werden.

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: Die Babylonier haben jede ihrer
Gotter ein Haupttempel erbaut, das als Heim der Gétter angesehen wurde.

#H### Llama-2-7b-hf : fr

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: Fortunetement les conducteurs tendent a agir dans une zone
relativement constante; ainsi les flux de trafic tendent a avoir une certaine consistance et peuvent étre
représentés mathématiquement.

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: Les Babyloniens ont construit
chacun de leurs dieux une premiére maison qui était considérée comme la maison du dieu.

#H### Llama-2-7b-hf : es

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: Por suerte, los conductores tiende a comportarse dentro de un
rango razonable; por lo tanto, los flujos de trafico tiende a tener alguna consistencia razonable y pueden ser
aproximadamente representados matematicamente.

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: Los babilonios construyeron cada
uno de sus dioses un templo primario que se consideraba el hogar del dios.

#H### Llama-2-7b-hf : zh

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: REZE R AT HE—EEE L Z2HENIREMN, Rk, 3ERAIFR
BUE—EREE LA LEBIEN,

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: Bt A BN HEET — 1 EHH
M, XHEHEIAN 2R,

#H### Llama-2-7b-hf : ja

Translate an English sentence into a target language.\n English: Fortunately, drivers tend to behave within a
reasonably consistent range; thus, traffic streams tend to have some reasonable consistency and can be roughly
represented mathematically.\n Target Language: B\ TV 5, ATIHBELF(E—EDEF TITET 5D T, &R
F—EDHETOIRSEERT ENTED,

Translate an English sentence into a target language.\n English: The Babylonians built each of their gods a
primary temple that was considered the home of the god.\n Target Language: The Babylonians built each of their
gods a primary temple that was considered the home of the god.

Figure 40: Model-generated text examples from conditional text generation settings with top-1000 and bottom-1000
language-specific neurons intervention.
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