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Abstract

Evaluating the reliability of news sources is a
routine task for journalists and organizations
committed to acquiring and disseminating ac-
curate information. Recent research has shown
that predicting sources’ reliability represents
an important first-prior step in addressing ad-
ditional challenges such as fake news detec-
tion and fact-checking. In this paper, we in-
troduce a novel approach for source reliability
estimation that leverages reinforcement learn-
ing strategies for estimating the reliability de-
gree of news sources. Contrary to previous
research, our proposed approach models the
problem as the estimation of a reliability de-
gree, and not a reliability label, based on how
all the news media sources interact with each
other on the Web. We validated the effective-
ness of our method on a news media reliability
dataset that is an order of magnitude larger than
comparable existing datasets. Results show that
the estimated reliability degrees strongly cor-
relates with journalists-provided scores (Spear-
man=0.80) and can effectively predict reliabil-
ity labels (macro-avg. F; score=81.05). We
release our implementation and dataset, aiming
to provide a valuable resource for the NLP com-
munity working on information verification.

1 Introduction

As of 2023, the number of internet users is over
5.18 billion worldwide, meaning that around two-
thirds of the global population is currently con-
nected to the WWW (Petrosyan, 2023). The Web
has democratized and radically changed how peo-
ple consume and produce information by shifting
the paradigm from a news-centred one to a user-
centred one. Nowadays, any person on the Web
can potentially be a “news medium” providing in-
formation either by creating websites, blogs and/or
by making use of social media platforms.
Nevertheless, news media can no longer perform
its role as “gatekeeper” deciding which stories to

{sergio.burdisso,dairazalia.sanchez-cortes,esau.villatoro,petr.motlicek}@idiap.ch

disseminate to the public or not (Munger, 2020)
since most of the information on the Internet is
unregulated by nature (Cuan-Baltazar et al., 2020).
As a consequence, an enormous proliferation of
misinformation has emerged leaving the public
vulnerable to incorrect or misleading information
about the state of the world which, among others,
increased polarization and decreased trust in in-
stitutions and experts (Lewandowsky et al., 2017;
Strombick et al., 2020). The World Health Or-
ganization (WHO) recently declared a worldwide
“infodemic” characterized by an overabundance of
misinformation (Van Der Linden, 2022). The best-
known type of misinformation is fake news (Lazer
et al., 2018) defined as “false information intention-
ally created to mislead and/or manipulate a public
through the appearance of a news format with an
opportunistic structure to attract the reader’s atten-
tion” (Baptista and Gradim, 2022).

In an attempt to limit the impact of fake news, a
large number of initiatives have been undertaken
by media, journalists, governments, and interna-
tional organizations to identify true and false infor-
mation across the globe (Shaar et al., 2020). For
instance, the Duke University’s center for journal-
ism research, the Reporters’ Lab, lists a total of
419 fact-checking active sites online' from which
FactCheck.org, Snopes, Full Fact and Politifact are
the most well-known. These sites manually and
systematically assess the validity of thousands of
claims. However, human annotators will always be
outnumbered by the claims that need to be verified,
reducing the impact of such services in a large-
scale scenario. Consequently, we have witnessed a
growing interest in using different machine learn-
ing models, ranging from non-neural (Kwon et al.,
2013; Popat et al., 2016; Nguyen et al., 2018) to
deep learning-based ones (Ma et al., 2016; Wang,

1https: //reporterslab.org/fact-checking/ (Oct.
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2017; Popat et al., 2018b; Wang et al., 2018; Fajcik
et al., 2023), to determine the validity of claims,
news and online information. Nevertheless, these
models’ performance still has not reached confi-
dent accuracy values, limiting their applicability in
real-world scenarios (Baly et al., 2018).

A more recent paradigm to fight fake news pro-
poses to focus on the source rather than on the
content (Baly et al., 2018, 2020), a task referred
to as profiling news medium. The underlying hy-
pothesis states that even though fake news spreads
mainly through social media, they still need an ini-
tial website hosting the news. Hence, if information
about websites is known in advance, identifying
potentially fake news can be done by verifying the
reliability of the source. In fact, this activity is
also performed by journalists, who often consult
rating services for news websites like NewsGuard?®
or MBFC3. Nonetheless, these services are not ex-
haustive and difficult to keep up-to-date as they
rely on human evaluators, highlighting the need for
scalable automatic solutions that can be applied in
real-world scenarios.

Previous research has shown that predicting re-
liability is an important first-prior step for fact-
checking systems (Nguyen et al., 2018; Popat et al.,
2017; Mukherjee and Weikum, 2015) and also
the most important aspect that journalists consider
when manually verifying the trustworthiness of the
information (Baly et al., 2018). Thus, in this paper,
we focus on the task of source reliability estima-
tion, i.e., automatically analyzing the source that
produces a given piece of information and deter-
mining its reliability degree. Concretely, we ad-
dress the posed task by investigating the following
research question: fo what extent can we predict
the reliability of a news media source solely based
on its interactions with other sources? Contrary to
previous research, our proposed method represents
a scalable and language-independent approach that
can be further enriched via content-based features.
Our performed experiments shed light on the im-
mediate (positive) effects of profiling news medi-
ums through its interactions with other sources and
also in combination with traditional content-based
attributes. Our research holds the potential to un-
cover deeper insights by incorporating more recent
content-based technologies to further explore the
nuanced dynamics of news websites, opening the

2https://www.newsguardtech.com/
Shttps://mediabiasfactcheck.com

door to a broader NLP research community.

Overall, the main contributions of this paper
can be summarized as follows: (i) we propose a
methodology capable of modeling the source re-
liability estimation problem in a real-world scale
scenario that contrary to previous research, esti-
mates the reliability degree (i.e. a continuous value)
rather than a categorical value and does not depend
on any third-party resources; (ii) we pioneer the
introduction and evaluation of different algorithms
to estimate the reliability score, exploring a spec-
trum from vanilla reinforcement learning strategies
to task-specific variations; (iii) we build the largest
news media reliability dataset available, orders of
magnitude larger than existing datasets; (iv) we
present empirical evidence that establishes the fea-
sibility of predicting the reliability of a news media
source solely through its interactions with other
sources (which further improves when content-
based features are incorporated); and (v) we release
both the dataset and source code to the wider NLP
research community.*

2 Related Work

The task of determining information veracity has
been approached from different angles and perspec-
tives, from micro to macro, depending on the object
of study. For instance, fact-checking focuses on
validating a single statement, i.e. the claim; fake
news detection analyses a whole document, i.e. the
content of the news article. In this work, we focus
on the source that produces a given piece of infor-
mation, also known as source reliability estimation.

Within social media, the sources are individual
users creating the content, and previous work has
focused on identifying different types of users such
as spammers (Liubchenko et al., 2022; Stringhini
et al., 2010), bots (Lei et al., 2023; Knauth, 2019),
fake profiles (Roy and Chahar, 2020; Ramalingam
and Chinnaiah, 2018), paid users (Mihaylov et al.,
2015b), and rrolls (Tomaiuolo et al., 2020; Miao
et al., 2020; Mihaylov et al., 2015a), among oth-
ers (Sansonetti et al., 2020; Burdisso et al., 2022).
However, in the broader case of the WWW, sources
are individual websites (Dong et al., 2015), and in
our case, news media websites.

Previous studies have tangentially addressed
news media source reliability as part of the study of
automatic fact-checking systems, either as a prior

*https://github.com/idiap/
News-Media-Reliability
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in probabilistic graphical models (Nguyen et al.,
2018; Mukherjee and Weikum, 2015) or as fea-
tures for stance classification models (Popat et al.,
2018a, 2017, 2016). In these studies, reliability
estimation relied on indirect measures since no
gold labels were used. For instance, some works
use the AlexaRank> and PageRank (Brin and Page,
1998) scores of the websites as proxies for their
reliability (Baly et al., 2018; Popat et al., 2016)
while others the proportion of articles that refute
false claims and support true claims (Popat et al.,
2018a, 2017). However, in the latter, authors rely
on a fact-checking model and the selected true and
false claims while, in the former, on scores that
only capture the authority and popularity of the
sources, not necessarily their trustworthiness — for
instance, think of popular unreliable gossip web-
sites® or satirical news websites, like The Onion,’
highly popular, attracting huge web traffic.

Recently, Baly et al. (2020, 2019, 2018) ad-
dressed the source reliability estimation task on
its own, modeling it as a classification task using
source-level gold annotations. In particular, au-
thors focused on predicting websites factual report-
ing and political bias using the values published
by a news media rating service as ground truth.
However, their proposed method relies on collect-
ing and extracting information from multiple ex-
ternal and restricted sources (e.g. Twitter, Face-
book, YouTube, etc.) for generating content-based,
audience-based, and metadata-based features for
the classification model, limiting its practical use
on a large-scale scenario. In this paper, we also
address the task using gold annotations, however,
we adopt an easier-to-scale approach. Specifically,
we model the problem as estimating a continuous
value (i.e. the reliability degree) based simply on
how all news media sources interact with each other
on the World Wide Web.

3 Methodology

3.1 Problem Formulation

Let S be the set of all news media sources on the
Web, and G = (S, E, w) be the weighted directed
graph where there is an edge (s, ') € E if source s
contains articles (hyper) linked to s” and where the
weight w(s, s") € [0,1] is the proportion of total

5https://www.alexa.com/

http://www.ebizmba.com/articles/
gossip-websites

"https://www.theonion.com/

hyperlinks in s linked to s’. Given two disjoint sub-
sets ST, 8~ c § containing, respectively, some
known reliable and unreliable news sources, the
goal is to estimate the reliability degree p(s) for all
s € S. More precisely, a total function p : §' +— R
such that:

1. p(s) > 0if s is reliable
2. p(s) < 0if s is unreliable
3.

p(s) < p(¢) if s is more reliable than s.

The underlying intuition behind using hyperlinks
to build the graph is that the more frequently one
source links to another (i.e., the higher w(s, s')),
the higher the chances of a random reader to
(click and) reach the reliable/unreliable source s’
from s. Notably, hyperlinks also serve as a proxy
for content-based interactions, as they are typi-
cally used to cite content from the referred arti-
cle. Thus, a higher w(s, s’) also implies a stronger
content-based relationship. Therefore, this simple
weighted, hyperlink-based, and source-centered ap-
proach potentially captures both interaction types
among news sources simultaneously, while being
relatively easy to scale.

3.2 Reinforcement Learning Strategy

Our reinforcement learning reliability framework
models reliability in terms of a Markov Decision
Process (MDP). An MDP is defined by a 4-tuple
(S, A, P,,r,) where S is a set of states, A a set of
actions, P,(s,s’) is the probability that action a
in state s will lead to state s’, and r,(s, ') is the
immediate reward perceived after taking action a in
state s leading to state s’ (Sutton and Barto, 2018;
Puterman, 2014; Kaelbling et al., 1996).

Given an MDP, a decision process is then speci-
fied by defining a policy 7 that provides the prob-
ability of taking action a in state s. In turn, given
a policy ™ we can estimate the value of each state,
V7™ (s), in terms of how good it is to be in that state
following the policy. In particular, the value V™ (s)
is given by the Bellman equation which is defined,
for any state s € S, recursively as:

Vi(s) =Y P (s,8)r(s) £V (D)

s’'eS

where v € [0,1) is known as the discount factor
and 7(s) is the immediate reward received when
reaching s. Thus, we address the reliability estima-
tion as an MDP (S, A, P, r) such that: (a) The set
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Algorithm 1 F-Reliability strategy for p(s).

Algorithm 2 P-Reliability strategy for p(s).

SetVs € .S, p(s) =0
repeat
A=0
for all s € S do
P'(s) =Y ges P(s,8)[r(s') +p(s)]
A =maz(A,[p'(s) = p(s)])
p=r
until A is small enough

SetVs € S,p(s) =0
repeat
A=0
for all s € S do
pl(s) =7(s) +7 2 ges L5 5)p(s")
A = maz(A,[p'(s) — p(s)])
p=r
until A is small enough

of states S are all the news media websites on the
Web —i.e. we have S = S; (b) The set of actions A
contains only one element, the "move to a different
news media website" action; (c) The probability P
of moving from s to s’ will be given by the propor-
tion of hyperlinks in s connecting to s’ —i.e. we
have P(s,s’) = w(s, s'); and (d) The reward r of
moving to a source is determined only by the source
itself, and it will be positive or negative for known
reliable or unreliable sources respectively —i.e.
we have r(s,s’) = r(s’) where r : S — R such
that r(s) = 1if s € S+;r(s) = —1ifs € S—;
r(s) = 0 otherwise. In simple words, we can think
of modeling the problem as if there was a “virtual
user” browsing from one news media source to an-
other with probability proportional to how strongly
connected they are, and who will perceive a posi-
tive or negative signal (the reward) when arriving to
known reliable or unreliable sources, respectively.
Given this framework, now the challenge is how to
estimate the reliability scores p(s).

3.2.1 Perceived Future Reliability

Under this simple framework, our initial approach
involves estimating reliability by “looking to the
future”. To be more precise, we will assume the re-
liability degree p(s) is proportional to the expected
perceived reliability (reward) by the virtual user.
Consequently, a source is considered more reliable
(or unreliable) if it is expected to guide the virtual
user to well-known reliable (or unreliable) sources.

To achieve this, we can simply set p(s) = V (s),
as Equation 1 defines V() as the discounted long-
term future rewards received following a policy
7. Note that, given that we only have one pos-
sible action in A, the policy = is trivial and thus
P7(s,s") = P(s,s'). Therefore, a source s will
have a higher (lower) p(s) the more positive (neg-
ative) its total expected future reward V' (s). In
other words, it reflects how much s is expected to

guide us to known reliable (unreliable) sources,
as intended. We will refer to this strategy as
“F-Reliability”. In practice, the computation of
V(s) can be done using the Value Iteration algo-
rithm (Sutton and Barto, 2018). Thus, we compute
p(s) for our specific MDP as shown in Alg. 1.

3.2.2 Accumulated Past Reliability

An alternative approach is to estimate reliability by
“looking to the past” rather than the future. Specif-
ically, we assume that the reliability degree p(s)
is proportional to the accumulated reliability (re-
ward) perceived by the virtual user in reaching the
current source s. Consequently, a source becomes
more reliable (unreliable) as more known reliable
(unreliable) sources lead to it.

To formalize the above intuition, we leverage the
reverse Bellman equation introduced by Yao and
Schuurmans (2013). This equation is recursively
defined for any state s € S as:

R™(s)=r(s)+ v Z PT(s,s)R™(s') (2
s’'es

In contrast to Equatiin 1 that looks forward
from a state to define its value, this equation looks
backward to define it —note P™ (s, s) is swapped
to P™(s’, s). More precisely, while V (s) defines
the value of a state based on the forward accumu-
lated reward, R(s) does so in terms of the histor-
ical accumulated reward. Therefore, by setting
p(s) = R(s), a source s will have a higher (lower)
p(s) the more positive (negative) is the accumu-
lated reward R(s) —i.e. the more known reliable
(unreliable) sources lead to s, as intended. We will
refer to this strategy as “P-Reliability”. In practice,
we can again employ Value Iteration to compute
p(s) using R(s) as shown in Algorithm 2.

3.2.3 Past and Future Perceived Reliability

Lastly, we can explore an approach that combines
both “the future and the past”. Intuitively, we can
argue that the transfer of reliability between news
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Algorithm 3 -Reliability strategy for p(s).
SetVs € S, p(s) =r(s)
repeat
for all s € S do > Investment step
totalcredits(s) = > cqw(s’,s)p(s")
foralls € Sdo > Credit collection step
profit =3 cqw(s, s )creditss(s')
p(s) = p(s) + profit
until n times

media sources and their neighboring sources is
asymmetric. Specifically, the impact on the re-
liability, p(s), of a source s when referencing a
reliable source is not equivalent to the effect of
a reliable source referencing 5.8 Moreover, this
asymmetry extends to both reliable and unreliable
sources. That is, a reliable source referencing s
carries a different weight than an unreliable one
referencing s, and vice versa.? In a broader sense,
we can think of a source s increasing its reliability
p(s) as more reliable sources link to it, while losing
reliability as it links to more unreliable sources.

To formalize this asymmetric behavior, we can
incorporate both R(s) and V' (s) into our reliability
model. More precisely, let V™ (s) be V (s) where
only negative rewards r(s) are allowed, and analo-
gously, R™(s) with only positive rewards, then we
can define p(s) as:

p(s) =V~ (s) + R"(s) 3)

As a result, a source s will have a higher reli-
ability p(s) the more reliable sources link to it
(i.e. the higher R (s)), and lower reliability the
more it links to unreliable sources (i.e. the lower
V= (s)). We will refer to this strategy as “FP-
Reliability”.

3.3 Reliability Investment Strategy

A well-established algorithm used in the field of
truth discovery (Li et al., 2016) is the Investment
algorithm (Pasternack and Roth, 2010). This algo-
rithm is an iterative method in which two interde-
pendent steps are repeated: (1) sources uniformly
“invest” their trustworthiness among their claimed
values; (2) sources collect credits back from the
claimed values which update, in turn, their trust-
worthiness. Inspired by this “invest and collect”

8¢.g. it is not the same for your reputation as a news media
if The New York Times references you as you referencing it.

%e.g. The New York Times referencing you has not the
same impact on your reputation as a fake news media refer-
encing you, or as you referencing a fake news media.

CC-News Graph
snapshot  #articles \ #nodes  #edges
2019/08 1M 6,799 171,810
2020/08 23M 11,427 276,666
2021/08 28M 10,938 315,447
2022/08 35M 10,607 354,386
all above 103M | 17,057 909,354

Table 1: CC-News snapshots and the obtained graphs.
The last row corresponds to our final graph.

intuition, we now formulate an algorithm based
on the same principle. Initially, each source will
distribute its reliability p(s) among neighboring
sources in proportion to the strength of their links,
i.e. < w(s,s’). In essence, during the investment
step, the total credits invested in each source s is
defined as follows:
totalcredits(s) = Z w(s',s) - p(s) (@)

In the subsequent credit Scce)lbiection step, the total
credits are distributed among investors, s’, in pro-
portion to their contribution to the source s:

creditsg (s) = wg (s) - totaleredits(s) — (5)
Here, wy (s) € [0, 1] represents the proportion of
total inbound hyperlinks in s originating from s’.
The reliability degree is then updated by collect-
ing the credits back in proportion to the invested
percentage:

p(s) = p(s) + Z w(s, s') - creditss(s’)  (6)
Finally, we repeats ti?s process n times to update
p(s) considering values from up to n-hop-away
sources in the graph, as illustrated in Algorithm 3.

4 Data

4.1 A real-world scale news media graph

The Common Crawl Foundation'® maintains the
Common Crawl News Dataset (CC-News), the
world’s largest collection of news articles crawled
from global news web sites since 2016. The data is
updated daily and published as a series of snapshots
organized by year and month.

We developed a Python CC-News processing
pipeline that takes care of building the news me-
dia graph, GG, from CC-News snapshots (details in
Appendix C). Similar to the CCNet pipeline (Wen-
zek et al., 2020), our pipeline utilizes the language
classifier from fastText (Joulin et al., 2017; Grave
et al., 2018) to categorize news articles into 176
languages. Consequently, for a given CC-NEWS

Yhttps://commoncrawl.org
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snapshot URL, the pipeline generates one graph
for each supported language showing how news
sources relate to each other in that language. How-
ever, in this paper, we focus exclusively on the
English graph due to the predominance of available
ground truth data for experimentation in this lan-
guage. Specifically, for experimentation, we will
use the English graph obtained from joining four
different CC-News snapshots corresponding to Au-
gust over the past four years (2019 to 2022).'! As
indicated in Table 1, this process resulted in a uni-
fied graph containing around 17k English-speaking
news media sources and nearly 1M connections
—graph shown in Figure 2 (Appendix B).

4.2 Ground truth datasets

To facilitate a comparative analysis with previous
studies on the source reliability classification task,
we employ the largest dataset published earlier by
Baly et al. (2018). This dataset encompasses 1066
annotated news media URL domains extracted
from Media Bias/Fact Check (MBFC) —refer to
the first row of Table 2 for details.!? Furthermore,
for a more comprehensive evaluation, we employ
an extended dataset meticulously created by merg-
ing ground truth labels from various sources, as
outlined below:

e MBFC: we followed a similar process as in Baly
et al. (2018) but crawling the entire MBFC web-
site to extract 4138 ground truth labels. Follow-
ing Gruppi et al. (2020), we aggregated these la-
bels into three classes: “reliable” for sources with
high or very high factual reporting, “unreliable” for
sources flagged as conspiracy, pseudoscience, or
with low/very low factual reporting, and “mixed”
for sources with mixed factual reporting.

e Wikipedia’s perennial sources: the platform
hosts a list of sources discussed by the commu-
nity regarding their reliability and use on the plat-
form.!3 We extracted 553 ground truth labels from
this list applying the following policy: sources
marked as generally reliable were labeled as “re-
liable”; sources marked as generally unreliable,
deprecated, or blacklisted were labeled as “unreli-
able’’; and sources marked as no consensus, stale
discussions or discussion in progress as “mixed”;

By selecting the same month, we ensure a consistent 4-
year time span while limiting the processed news articles to
approximately 100M.

"2Qriginal factuality labels were transformed into reliability
labels following Gruppi et al. (2020) strategy.

Bhttps://en.wikipedia.org/wiki/Wikipedia:
Reliable_sources/Perennial_sources

Label distribution
Dataset unreliable  mixed  reliable
Baly et al. (2018) 256 268 542
Our own 1425 1461 2446
MBFC 546 1363 2229
Wikipedia 298 98 157
Fake News 556 - -
NewsGuard 25 - 60

Table 2: Datasets details. Bottom part shows individual
contributions to our final dataset.

e Fake news: we manually collected a list of 556
unreliable sources from fake news websites, in-
cluding the Wikipedia list of fake news websites'*
and a report from the Institute for Strategic Di-
alogue identifying active and inactive fake news
domains (ISD, 2020).
e NewsGuard: a paid rating service similar to
MBFC, provides both a verdict and a reliability
score based on predefined journalistic criteria (de-
tails in Appendix D). Due to license limitations,
we could only use the 85 ground truth values in-
cluded in the NELA-GT-2018 dataset (Ngrregaard
et al., 2019). However, as detailed in Section 5.2,
the inclusion of NewsGuard enables us to measure
the correlation between the estimated reliability de-
grees p(s) and the scores provided by journalists.
Hence, our final aggregated dataset comprises
5332 news URL domains, each annotated with 3-
class reliability labels. As illustrated in Table 2, its
scale surpasses that of the largest one to date (Baly
et al., 2018), being an order of magnitude larger.
For evaluation, it is crucial that the source s is
present in the graph, as we want to assess how
well the reliability degree p(s) is computed from it.
Therefore, we limit our experimentation to using
the subset of the ground truth dataset correspond-
ing to the nodes within our graph. This subset con-
tains approximately 40% of the total ground truth
sources. In particular, 400 sources from Baly et al.
(2018) (294 "reliable," 85 "mixed," and 21 "unre-
liable") and 2117 sources from our own dataset
(1630 "reliable," 321 "mixed," and 166 "unreli-
able"). Additionally, since our goal is to evalu-
ate the ability of p(s) to distinguish reliable from
unreliable sources (see conditions 1 and 2 in Sec-
tion 3.1), we merge "unreliable" and "mixed" labels
to create the following three experimentation sets:
o ExpsetA: 294 reliable and 106 unreliable sources

Yhttps://en.wikipedia.org/wiki/List_of_fake_
news_websites
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from Baly et al. (2018).

o ExpsetB: 1630 reliable and 487 unreliable
sources from our dataset.

o ExpsetB™: 1630 reliable and 166 unreliable
sources. A simpler version of ExpsetB removing
“mixed” from unreliable sources.

5 Experiments and Evaluation Results

For experimentation, we define the reward values
based on ground truth labels as r(s) = 1 if the
label is “reliable”, (s) = —1 if “unreliable”, and
r(s) = 0 otherwise. In addition, selecting ap-
propriate hyperparameter values is crucial. For
I-Reliability, n controls how far to look in the neigh-
borhood for investments (how many nodes away).
Similarly, in the reinforcement learning strate-
gies, the discount factor -y controls the distance
of looking back/forward; v ~ 0 focuses mostly
on present reward r(s), while 7 ~ 1 considers all
history/future to compute p(s). We performed a
grid search over n € [1,10] and y € [0.05,0.95] to
determine the best hyperparameter values on each
of the three experimental sets. The grid search was
performed using 5-fold cross validation selecting
the n and ~ that obtained the best macro avg. F
on the reliability classification task, as described
in Section 5.1. We observed that, independently of
the dataset, better reliability estimation is achieved
when looking mostly at nearby sources, as better
performance was obtained with small n (n < 2)
and v (v < 0.5) values —details in Appendix A.

5.1 Reliability Classification Results

In this section, we focus on evaluating the first two
conditions for p(s) given in Section 3.1. These
conditions allow us to measure the ability of p(s)
to distinguish reliable from unreliable sources. For
comparison, we follow the evaluation procedure
from Baly et al. (2018) and report results for 5-
fold cross-validation. More precisely, in each k-
fold iteration, we only use ground truth rewards
r(s) from four folds to compute p(s) for all 17k
sources in the graph, and using conditions 1 and 2,
all s in the hold-out fold are classified as reliable
(p(s) > 0) or unreliable (p(s) < 0).

Table 3 shows the evaluation results obtained
on the three experimentation sets along with two
naive baselines for reference, random and major-
ity class classifiers.'> In addition, for ExpsetA, we

'SFor a comprehensive view of additional metrics, such as

precision, recall, and confidence intervals, refer to Table 7 in
the Appendix.

Strategy F; score

Data macro avg. reliable unreliable Acc.

M-BL 42.33 84.66 0.00 73.44

R-BL 48.85 61.76 3594 5233

<« Balyl8 67.87 84.81 5092  76.95

2 Baly20 65.24 82.99 4750  74.37
)

e F-R 61.52 87.62 3542  79.26

P-R 72.67 90.05 55.29 83.79

FP-R 69.28 89.23 4934 8229

I-R 72.81 90.03 55.60 83.77

M-BL 43.50 87.00 0.00 77.00

& R-BL 47.48 62.17 32.80 51.63

% F-R 61.85 79.72 4398  70.34

&5 P-R 74.69 88.29 61.10  82.00

FP-R 55.95 68.08 43.82  59.38

I-R 75.51 89.30 61.72  83.28

M-BL 47.58 95.15 0.00 90.76

lCQ R-BL 39.17 63.04 1531 4855

2 F-R 62.18 90.23 34.12  83.02

3 P-R 78.90 95.83 61.97 9248

FP-R 59.20 84.66 3374  75.11

I-R 81.05 96.71 65.39  93.99

Table 3: 5-fold cross-validation average results for re-
liability classification. The best-performing values are
underlined, while the 2nd-best results appear in bold
font. R-BL and M-BL refer to random and majority
class baselines; Baly18 and Baly20 refer to Baly et al.
(2018) and Baly et al. (2020); and *-R stands for *-
Reliability.

also report the results obtained using the classifi-
cation models introduced in previous works (Baly
et al., 2018, 2020). These classifiers combine mul-
tiple content-based, audience-based, and metadata-
based features about the sources. Authors released
the pre-computed features values for the Baly et al.
(2018) dataset and thus, using their source code,!©
we were able to train and evaluate their classifiers
on the ExpsetA set. However, since building these
features relies on multiple external sources (e.g.
Twitter, Facebook, YouTube, etc.), we were not
able to evaluate their method in our new dataset
given current API restrictions to access them.
Observing the performance across the different
datasets, all four strategies outperform the random
and majority class baselines by a statistically signif-
icant difference (paired ¢-test with p-value < 0.02).
In addition, both P-Reliability and I-Reliability
consistently outperform other strategies, includ-
ing those presented in previously published works
(p-value < 0.03), however, the difference between
these two strategies is not statistically significant

16gi thub.com/ramybaly/News-Media-Reliability.
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Strategy F1 score
macro avg. reliable unreliable Acc.
P-Reliability  72.67 90.05 55.29 8379
+Balyl8 77.11 87.75 66.47  82.11
+Baly20 74.36 86.02 62.70  79.69
I-Reliability 72.81 90.03 55.60 83.77
+Balyl8 77.47 87.89 67.06 82.34
+Baly20 72.88 85.46 60.30 78.74

Table 4: Ensemble results for P-Reliability and I-
Reliability strategies on ExpsetA. The best performance
results are underlined, while the 2nd-best appear in
bold font.

(p-value > 0.5). From the results we can also see
that, regardless of the chosen strategy and dataset,
the F score for the unreliable class consistently
remains lower when compared to the reliable class.
This suggests that identifying unreliable sources
is more challenging, likely due to the dataset im-
balance favoring reliable sources —note that in
both ExpsetA and ExpsetB, only approximately
25% of the sources are unreliable. This imbalance
results in models having fewer negative signals
(i.e. rewards r(s) = —1) to learn to identify un-
reliable sources effectively. Another contributing
factor is the inclusion of “mixed” labels in the un-
reliable group, making the task more challenging
by incorporating unreliable sources whose relia-
bility is not clearly defined. This hypothesis is
supported by the results from ExpsetB~—, where
the removal of “mixed” labels results in improve-
ments across all metrics —note that the highest
unreliable F; score is achieved while the dataset
is significantly more unbalanced (ten times fewer
unreliable sources than reliable ones). Concerning
the reinforcement learning strategies, P-Reliability
significantly (p-value < 0.02) outperformed F-
Reliability suggesting that the reliability of a source
is more significantly influenced by its origins than
by the destinations it reaches. On the other hand,
FP-Reliability shows poor performance, mainly
due to the different nature of V'~ (s) and R"(s)
in Equation 3 —note that V'(s) is defined as an
expectation, whereas R(s) is not.!”

Finally, to assess the complementarity of our

"Transition probabilities are not normalized in both direc-
tions, only in the forward direction. Consequently, there is
no inherent mathematical symmetry that ensures V'~ (s) and
R™(s) will equilibrate to zero (p(s) = 0) when they cor-
respond to an equivalent number of unreliable and reliable
sources

Rank Domain Score | p(s)
1 bbc.co.uk 100.0 | 0.995
2 cnbc. com 95.0 0.995
3 dailysignal.com 92.5 0.830
4 thinkprogress.org 90.0 0.907
5 independent.co.uk 87.5 0.968
1 sputniknews.com 7.5 -0.992
2 truepundit.com 12.5 -0.957
3 dailymail.co.uk 15.0 -0.998
4 theduran. com 17.5 -0.954
5 thegatewaypundit.com  20.0 -0.994

Table 5: NewsGuard top-5 unique most scored (top part)
and least scored sources (bottom part) along with the
estimated p(s) given by P-Reliability.

graph-based strategies with content-based ones, we
performed an additional experiment: a simple vot-
ing ensemble between our strategies and Baly’s
models. Specifically, sources were classified as
reliable only when both models agreed on the clas-
sification. Table 4 presents the obtained results
for our two best-performing models, P-Reliability
and I-Reliability, on ExpsetA.'® The ensemble ap-
proach enabled the models to further improve their
performance, particularly in detecting unreliable
sources, achieving the highest macro avg. F score
on this dataset (77.47).

5.2 Correlation with human judgment

In this section, we focus on evaluating the final
condition in the definition of p(s) in Section 3.1.
This condition enables p(s) to assess the reliability
of s relative to other sources, allowing the ranking
of sources based on their reliability degrees. For
evaluation, we use the NewsGuard dataset intro-
duced in Section 4.2 containing the 85 ground truth
reliability scores provided by trained journalists.
The score ranges from 0 to 100 and is obtained by
answering 9 questions that address different jour-
nalistic criteria —details in Appendix D. Table 5
shows examples of NewsGuard scores and their
estimated reliability degree.'”

We measure the correlation between these
human-provided scores and their estimated reli-
ability degree by computing the Pearson correla-
tion coefficient (PCC) and the Spearman’s rank
correlation coefficient (SRCC). PCC measures the
linear relationship between two variables, whereas
SRCC assesses the monotonic relationship, making

Full results included in Table 7 (Appendix).

"For ease of comparison, in this table, p(s) is normalized
in the range [—1, 1] by dividing it by the maximum (when
p(s) > 0) and minimum value (when p(s) < 0).
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Strategy | PCC p-value | SRCC p-value
Random baseline | 0.058 0.6 0.066 0.6
PageRank baseline | 0.313 0.008 0.544 le-06
F-Reliability® 0.556 5e-07 0.295 le-02
P-Reliability® 0.647 1e-09 0.668 2e¢-10
FP-Reliability® 0.636 3e-09 0.677 3e-09
I-Reliability® 0.589 7e-08 0.657 S5e-10
F-Reliability® 0.927 1e-30 0.544  Ie-06
P-Reliability® 0912 9e-33 0.801 Ge-17
FP-Reliabiliry™® 0.929 8e-32 0.775 7e-15
I-Reliability® 0.757 2e-19 0.792  8e-12

Table 6: Correlation between p(s) and journalist-
provided reliability scores. &: w/ rewards; >: w/o
rewards.

it more suitable for evaluating the relative reliabil-
ity of sources, as it captures ranked associations
regardless of the exact numerical values (condition
3 for p). In particular, we perform the evaluation
under two scenarios, when sources are known to
be (un)reliable and, more challenging, when their
reliability is not known in advance.’® In other
words, we perform the evaluation following, re-
spectively, two experimental settings: (&) we use
all the ground truth rewards from the largest exper-
imental set, ExpsetB, to learn the reliability degree
p(s) of all 17k sources in the graph; and () we
repeat the same process but removing the rewards
for all the 85 domains used for evaluation.

Table 6 shows the obtained results along with
two baselines for reference, random and PageRank
algorithm (Brin and Page, 1998),?! scatter plots
in Appendix E. We can observe that, as expected,
correlations are weaker under the hardest scenario
without rewards, specially in terms of PCC which
is more sensitive to the bias introduced by the re-
wards.?”> Nevertheless, in both scenarios, obtained
correlation coefficients are statistically significant
(p-value < 5e-07 for PCC, p-value < 1e-06 for
SRCC) and higher than the baselines, except for F-
Reliability. In general, the strategies that correlate

PFor instance, is p(cnbe.com) < p(bbc.co.uk)? that is, is
“bbc.co.uk” more reliable than the “cnbc.com”? knowing in ad-
vance that both are reliable (r(cnbc.com) = r(bbc.co.uk) =
1) vs. not knowing it (r(cnbc.com) = r(bbc.co.uk) = 0).

2INote that PageRank is unsuitable for classification experi-
ments as its non-negative scores always predicted the positive
class, reducing it to a majority-class classifier. Hence, its
exclusion from Table 3.

“Note that sources with r(s) = 1 will naturally tend to
have a final p(s) close to 1 while sources with r(s) = —1
close to —1, this bias is heavily reduced when instead of using
the actual p(s) value we use its ranking (as in SRCC).

more strongly with the journalist-provided scores
are P-Reliability and FP-Reliability, showing both
a strong linear (PCC) and ranking-based (SRCC) re-
lationship independently of whether rewards were
used or not.>> FP-Reliability results suggest that
combining F-Reliability and P-Reliability strate-
gies could be advantageous for estimating relative
reliability.* Overall, results are inspiring consider-
ing that the learning process for all p(s) values in
the graph leverages only a subset of binary ground
truth rewards (r(s) = —1 or 1), without any ex-
plicit notion of ground truth score or degree. In
contrast to reliability scores derived from various
qualitative journalistic criteria, p(s) approximates
the reliability degree solely based on the propa-
gation of these initial rewards throughout the net-
work’s structure.”

6 Conclusion and Future Work

In this study, we introduced an approach for as-
sessing the reliability of news media through their
network interactions. This approach diverges from
previous models that depend on content, audience
feedback, and/or metadata. Moreover, unlike in
previous works, our method estimates a reliability
degree rather than a reliability label. We assessed
the quality of the estimated values in terms of relia-
bility classification and correlation with journalists-
provided scores. We found that a source’s origins
is more indicative of its reliability than its reach
and show evidence that it is feasible to predict the
reliability of news media using only their network
interactions, providing an easier-to-scale approach
than prior methods. As future work, we plan to
expand the study by building a larger graph and de-
signing more sophisticated strategies that leverage
content-based features. Additionally, we aim to
explore the estimation of other news source proper-
ties, such as political bias, using the same approach.
Finally, we intend to investigate the use of the esti-
mated reliability values in downstream tasks like
fact-checking and fake news detection.

21n fact, we performed an additional experiment in which
we set p(s) = M, i.e., the reliability degree was
defined as the average of the values obtained by the best per-
forming strategies, P-Reliability and FP-Reliability, obtaining
the strongest correlation values (PCC=0.933, SRCC=0.803
and PCC=0.715, SRCC=0.697 with and without rewards, re-
spectively).

*In contrast to reliability classification, where p(s) = 0 is
the fixed threshold separating reliable from unreliable sources.

2We are releasing the list of estimations for all 17k sources
along with this paper.
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7 Ethical Considerations

The work presented in this paper has been done
in the scope of the CRiTERIA project® that fol-
lows the H2020 ethical standards and guidelines.
The Consortium Agreement includes the partners’
commitment to FAIR (findable, accessible, interop-
erable and re-usable) data management practices
and responsible research practices. The framework
of the research questions and preliminary results
were reviewed by the Project Ethics Check and
Audit committee in the form of an on-going work
deliverable.

In the present research paper there is no gen-
der bias to be investigated or addressed. The data
comes from hyperlinks and URL domain names
that can not be associated to a gender. As de-
scribed in Section 4, there is no intentional col-
lection of personal data in any form, and as a con-
sequence, there is no need for data anonymisation
or pseudonymisation. Similarly, there is no need
of informed and singed consents since there is no
direct human participation in the construction of
the graphs to calculate the reliability values.

Regarding data and processing security, a snap-
shot of CC-News data is transferred, held in the
local servers and processed for the reliability esti-
mation. The data can be deleted at any time and
easily downloaded from the original public CC-
News sources (as described in Section 4). Any
further data processing carried out, is going to be
publicly available, along with the reference to this
paper.

Regarding other sources, only data collected by
other sources (under Apache or open source li-
censes) with well described data collection method-
ology, validated with published results and that is
publicly available was used. The overview of the
datasets is described in Section 4.2, the description
includes the annotations distribution in Table 2,
and the original sources are properly acknowledge
along the paper.

The estimated reliability values were obtained
based on initial ground truth labels. This labels cap-
ture mainly the factuality of reporting and do not
consider other aspects like, for instance, political
bias or press freedom rating. Therefore, computed
reliability values should not be considered as de
facto values.

From a societal perspective, this paper brings a
positive impact, improving the situational aware-

26https ://www.project-criteria.eu/

ness of decision makers, including fact-checkers.
The mathematically defined algorithms are robust
to content-related biases since they are both lan-
guage and content independent (political, religious,
racial, etc.).

8 Limitations

8.1 Methodology

The main constraint of the proposed methodology
lies in the requirement for news media sources to
be included in the graph for their reliability to be
calculated. This limitation may arise due to tempo-
ral or size constraints in the data used to construct
the graph. For instance, a recently emerged news
source might not be referenced by others until some
time has passed. To address this limitation to a cer-
tain degree, assigning p(s) = 0 to such sources can
be considered. This implies that their reliability is
indeterminate, indicating an unknown or undeter-
mined status, meaning they are neither reliable nor
unreliable.

8.2 [Experimentation

The main three limitations of the present work re-
garding the experimentation and evaluation of the
proposed approach are:

1. Only English-speaking news sources: the
proposed methodology is content- and
language-independent. However, we focused
exclusively on the English-speaking news
sources due to the predominance of available
ground truth data for experimentation in this
language. Further studies need to be done
with ground truth for non-English-speaking
sources to assess the robustness of the method-
ology across languages.

2. Restricted graph size: the graph we used was
built processing around 100M news articles
from 4 months spanning a 4-year time window.
This imposes not only a temporal limitation
but also restricts the number of sources in
the graph. However, along with this paper,
we release and open source, under Apache
2.0 license, the Python CC-News processing
pipeline and the dataset for the community to
reproduce the proposed methodology in larger
scale.

3. Corpus used to build the graph: although
CC-News is continuously growing on a daily
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basis, the crawling of news articles started in
2016. Therefore, CC-News does not contain
articles prior to 2016 and news sources that
existed before 2016 but not after, will not be
reachable. Consequently, for these sources to
be included, their articles need to be crawled
from a different corpus or manually from the
Web.
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A Hyperparameter optimization

We performed a grid search to determine the best
hyperparameter values on each of the three experi-
mental sets. More precisely, as in Section 5.1, the
evaluation was performed using 5-fold cross val-
idation on the reliability classification task. For
reinforcement learning strategies, we evaluated
~ from 0.05 to 0.95 in increments of 0.05 (i.e.,
~v € {0.05,0.1,0.15,...,0.95}). For I-Reliability,
n from 1to 10 (i.e., n € {1,2,3,...,10}). Finally,
the hyperparameter values obtaining the best macro
avg. F1 score were the one selected on each exper-
imental set. Namely, the selected values for each
strategy were:

* F-Reliability: v = 0.05 for ExpsetA and Ex-
psetB~, v = 0.5 for ExpsetB.

e P-Reliability: v = 0.15 for ExpsetA, v = 0.3
for ExpsetB, and v = 0.2 for ExpsetB~.

* FP-Reliability: v = 0.1 for ExpsetA, v =
0.05 for ExpsetB and ExpsetB™.

¢ I-Reliability: n = 1 for ExpsetA and ExpsetB,
and n = 2 for ExpsetB™.

As shown in Figure 1, we can observe that bet-
ter reliability estimation is achieved when looking
mostly at nearby sources, as better performance is
obtained with small n and ~y values, namely n < 2
and v < 0.5. Furthermore, P-Reliability (orange
line) outperforms the other reinforcement learning
strategies, consistently, while being more robust to
the choice of v, except when v > 0.7 from which
performance starts to decrease.

Finally, for the Baly et al. (2018) and Baly et al.
(2020) classifiers in Table 3, we follow the same
process described by the authors to tune the SVM
hyperparameters, i.e., the cost C, the kernel type,
and the kernel width ~ using the 5-fold cross vali-
dation maximizing the F; score as with our meth-
ods.?’

B Temporal Ablation Analysis

To evaluate the robustness of our proposed ap-
proach concerning both the graph size and the
temporal span used in its construction, a tempo-
ral ablation study was conducted. In addition to
the graph used for experimentation, illustrated in

“"We used the author’s source code containing the

hyperparameter search in it (github.com/ramybaly/
News-Media-Reliability).

Figure 2, we generated four different graphs, each
corresponding to one of the four CC-News snap-
shots (refer to Table 1 in Section 4.1 for detailed
information on each graph). Subsequently, em-
ploying each of these four graphs, we replicated
the evaluation procedure described in Section 5.1.
These evaluations allowed us to measure how the
performance of the proposed strategies changed,
when changing the graph, compared to the reported
values in Table 3.

Figure 3 shows, without loss of generality, the
results obtained with the two best-performing
strategies reported in Table 3, P-Reliability and I-
Reliability, on the largest experimental set ExpsetB.
We observed that, independently of the strategy and
the dataset, the best results were always obtained
with the largest (in size and time) graph joining
all the snapshots. We also observed that not all
strategies exhibit equal robustness to changes in
the graph. For instance, we can see in Figure 3 how
P-Reliability is more sensitive than I-Reliability
to the choice of snapshot for graph construction.
Despite this variation, both strategies demonstrate
improvement and achieve their best results with re-
duced uncertainty when considering all snapshots.

C Graph Construction Steps

The Common Crawl News Dataset (CC-News)*
is published as WARC files* grouped by year and
month, called snapshots.>* To construct the news
media graph, G = (S, E', w), from CC-News snap-
shots, we follow to the subsequent steps:

1. Download each WARC file and parse each
news article in it to extract its URL and all the
hyperlinks in its body. At the end of this step,
we have a set of news article URLs, U, and a
set of hyperlinks L,, for each article u € U.

2. Generate the graph nodes .S from U simply as
S = {domain(u) : u € U} which contains
the URL domain names (e.g. “nytimes.com”,
“cnn.com”, etc.) of all processed news articles.

3. For each domain s € S create the list of
all its hyperlinks, L, by aggregating the
hyperlinks of all its articles, i.e. Lgs =

UuEU:domain(u):s Ly.

Bhttps://commoncrawl.org/blog/
news-dataset-available

P A file format that resembles the raw HTTP request and
response of each crawled web page.

30https://data.commoncrawl.org/crawl—data/
CC-NEWS/index.html
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Figure 1: Performance variation across searched values of n (left side) and ~y (right side) on the ExpsetB (solid line)
and ExpsetB~ (dashed line) datasets. The lines represent the mean values across the 5 folds, and 95% confidence
intervals are depicted. Markers highlight selected hyperparameter values.

Figure 2: News media graph built from all four CC-
News snapshot (only English-speaking sources) and
used for experimentation.

4. Finally, generate the graph edges (s,s’) €
FE for each s € S by creating an edge to
each unique domain s’ in its hyperlinks L
weighted by the proportion of links whose
domain is ¢, ie. w(s,s’) = |{l € Ls
domain(l) = s'}|/|Ls|.

D NewsGuard Score Details

In Section 5.2, we used the scores from the New:s-
Guard dataset introduced in Section 4.2 to measure
the correlation with estimated p(s) values. News-
Guard employs a team of journalists and experi-
enced editors to produce these reliability scores for

0.80

Macro avg. F; score

strategy
I |-Reliability
I P-Reliability

2021/08 2022/08 ALL

CC-News snapshot

2019/08 2020/08

Figure 3: 5-fold cross-validation results obtained on
the ExpsetB dataset with the two best strategies, P-
Reliability and I-Reliability, using different graphs. The
x-axis represents the CC-News snapshot used to build
the graph, and the y-axis the macro averaged F score.

news and information websites. The score ranges
from O to 100 and NewsGuard is transparent about
the methodology used to compute it. Namely, they
compute this reliability score based on the follow-
ing nine apolitical criteria, each is worth the indi-
cated number of points, based on importance:

1. Does not repeatedly publish false content?
(22 points)

. Gathers and presents information responsi-
bly? (18 points)

3. Regularly corrects or clarifies errors? (12.5
points)
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Figure 4: Scatter plot showing the correlation between
the rankings obtained by PageRank values (y-axis) and
News Guard scores (x-axis).

4. Handles the difference between news and
opinion responsibly? (12.5 points)

5. Avoids deceptive headlines? (10 points)

6. Website discloses ownership and financing?
(7.5 points)

7. Clearly labels advertising? (7.5 points)

8. Reveals who’s in charge, including any pos-
sible conflicts of interest? (5 points)

9. Provides information about content cre-
ators? (5 points)

More details can be found in the “Rating Process
and Criteria” section of their website.?!

E Detailed Results

Table 7 shows the detailed evaluation results ob-
tained on the three experimentation sets along with
two naive baselines for reference, random and ma-
jority class classifiers. Furthermore, for ExpsetA,
we also report the results obtained using the classi-
fication models introduced in previous works (Baly
et al., 2018, 2020) along with the ensemble results.
We can see that on ExpsetA, unlike on the other
experimental sets, our strategies have 100% pre-
cision for the unreliable sources but its recall on
the same sources is quite low (from 22.20% to
38.72%) showing the models are detecting only a
small portion of unreliable sources but with high
precision (probably only the easiest cases). By

31https://www.newsguardtech.com/ratings/
rating-process-criteria/

performing the ensemble with Baly models, the re-
call for the unreliable group increases allowing the
graph-based strategies to identify more unreliable
sources, in turn improving the macro average F;
scores.

Finally, in Figure 4 is shown the scatter plot
showing the correlation between the ranking ob-
tained by PageRank values and the one obtained
by the News Guard scores. Likewise, Figures 5,
6, 7, and 8 show the scatter plots for F-Reliability,
P-Reliability, FP-Reliability, I-Reliability, respec-
tivelly.
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Figure 5: Scatter plot showing the correlation between the rankings obtained by F-Reliability values (y-axis) and
News Guard scores (x-axis). Left side without rewards and right side with rewards.
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Figure 6: Scatter plot showing the correlation between the rankings obtained by P-Reliability values (y-axis) and
News Guard scores (x-axis). Left side without rewards and right side with rewards.
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Figure 7: Scatter plot showing the correlation between the rankings obtained by FP-Reliability values (y-axis) and
News Guard scores (x-axis). Left side without rewards and right side with rewards.
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Figure 8: Scatter plot showing the correlation between the rankings obtained by I-Reliability values (y-axis) and
News Guard scores (x-axis). Left side without rewards and right side with rewards.
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