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Abstract

The proliferation of online misinformation
has posed significant threats to public inter-
est. While numerous online users actively
participate in the combat against misinforma-
tion, many of such responses can be character-
ized by the lack of politeness and supporting
facts. As a solution, text generation approaches
are proposed to automatically produce counter-
misinformation responses. Nevertheless, exist-
ing methods are often trained end-to-end with-
out leveraging external knowledge, resulting in
subpar text quality and excessively repetitive re-
sponses. In this paper, we propose retrieval aug-
mented response generation for online misin-
formation (RARG), which collects supporting
evidence from scientific sources and generates
counter-misinformation responses based on the
evidences. In particular, our RARG consists of
two stages: (1) evidence collection, where we
design a retrieval pipeline to retrieve and rerank
evidence documents using a database compris-
ing over 1M academic articles; (2) response
generation, in which we align large language
models (LLMs) to generate evidence-based re-
sponses via reinforcement learning from human
feedback (RLHF). We propose a reward func-
tion to maximize the utilization of the retrieved
evidence while maintaining the quality of the
generated text, which yields polite and factual
responses that clearly refutes misinformation.
To demonstrate the effectiveness of our method,
we study the case of COVID-19 and perform
extensive experiments with both in- and cross-
domain datasets, where RARG consistently out-
performs baselines by generating high-quality
counter-misinformation responses.

1 Introduction

As social media discussions on trending topics con-
tinue to grow, increased presence of online misin-
formation has been observed on such sources (Chen
et al., 2022; Chen and Shu, 2023b). Yet timely in-
tervention against the spreading of misinformation
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Figure 1: The proposed retrieval augmented response
generation (RARG), which collects scientific evidence
to generate counter-misinformation responses.

is often lacking, resulting in potential threats to
public interest (Ball and Maxmen, 2020; Roozen-
beek et al., 2020). For instance, vaccine hesitancy
is strongly associated with the exposure of anti-
vaccine misinformation (Pierri et al., 2022). There-
fore, it is essential to identify and curb the spread-
ing of misinformation before it leads to severe con-
sequences (Litou et al., 2017; Zhu et al., 2021).
To identify text-based misinformation, various ap-
proaches have been proposed by leveraging lan-
guage models (Shu et al., 2020; Wu et al., 2022c;
Shu et al., 2022; Yue et al., 2022, 2023; Chen and
Shu, 2023a; Liu et al., 2024). Upon the detec-
tion of misinformation, crowdsourcing approaches
(e.g, users, fact-checkers) are designed to prevent
the continued propagation of misinformation via
counter-responses (Veeriah, 2021; Vraga and Bode,
2021; Kou et al., 2022a; Seo et al., 2022; Kou et al.,
2022b; Bozarth et al., 2023; Drolsbach and Prol-
lochs, 2023). Nevertheless, such responses to mis-
information often lack politeness, direct refutation
or fail to provide supporting evidence (He et al.,
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2023; Tafur and Sarkar, 2023). Moreover, human
efforts are often less effective when confronted
with an overwhelming amount of online misinfor-
mation (Micallef et al., 2020, 2022).

To facilitate early intervention at scale, lan-
guage generation methods are proposed to gen-
erate counter-responses against detected misinfor-
mation (Vo and Lee, 2019, 2020; He et al., 2023).
For example, MisinfoCorrect adopts reinforcement
learning to generate responses to refute misinforma-
tion (He et al., 2023). Despite their effectiveness,
existing generation methods are trained end-to-end
on a specific domain. As a result, the generated
texts often highly resemble the training responses
and demonstrate deteriorated quality upon domain
shifts (as we show in Section 4). Additionally, such
generation models are unaware of external knowl-
edge and must be frequently updated to incorporate
up-to-date domain knowledge (Lewis et al., 2020b;
Izacard and Grave, 2021; Borgeaud et al., 2022;
Asai et al., 2023). As such, we consider a retrieval
augmented generation (RAG) setting that incorpo-
rates relevant scientific documents to utilize exter-
nal evidence without retraining. That is, given input
misinformation, our first objective is to retrieve ev-
idence from an extensive collection of documents
(e.g., academic publications). Then, we select the
relevant documents as evidence to perform retrieval
augmented generation, with the goal of extracting
supporting facts to debunk misinformation. We
illustrate an example of our framework in Figure 1,
where evidence-backed counter-response is gener-
ated upon the identification of misinformation.

In this paper, we focus on counter-response
generation against online misinformation and pro-
pose an evidence-driven retrieval augmented re-
sponse generation (RARG) framework, which effi-
ciently retrieves supporting documents and gen-
erates responses using the collected supporting
facts. Specifically, RARG consists of two modules:
(1) evidence collection, in which we design a two-
stage retrieval pipeline based on a collection of over
1M academic articles we collected. For efficient
retrieval, our pipeline first performs a coarse search
over the data collection, followed by a reranking
stage with improved relevance estimation of the
retrieved documents; (2) evidence-based response
generation, here, we align large language models
(LLMs) to generate responses upon the collected
evidence via reinforcement learning from human
feedback (RLHF). In particular, we propose a re-
ward design that maximizes the utilization of the

retrieved evidence while maintaining the quality
of the responses. As such, our RARG generates
polite and factual responses that clearly refutes in-
put misinformation. To the best of our knowledge,
we are the first to introduce a retrieval augmented
generation framework with two-stage retrieval and
fine-grained RLHEF. To demonstrate the effective-
ness of RARG, we study the case of COVID-19,
where we perform both in- and cross-domain ex-
periments with comprehensive quantitative and
qualitative analyses. Experimental results high-
light the effectiveness of the proposed framework,
where RARG consistently outperforms state-of-the-
art baselines by generating high-quality evidence-
based responses against online misinformation.
We summarize our contributions as follows:

1. We propose a retrieval augmented generation
setting for counter-misinformation response
generation. In this work, we focus on COVID-
19 misinformation and collected over 1M aca-
demic publications as the source for evidence-
based response generation.

2. We design RARG, a response generation
framework against online misinformation.
Our framework combines two-stage retrieval
for evidence collection and RLHF-based LLM
alignment, such that RARG is optimized to
generate polite and factual counter-responses.

3. We show the effectiveness of RARG by experi-
menting on both in-domain and cross-domain
COVID misinformation to validate the gen-
eralization of RARG. Both quantitative and
qualitative results demonstrate that RARG can
outperform state-of-the-art methods in gener-
ating high-quality responses.

2 Related Work

2.1 Detecting and Countering Misinformation

Existing methods for detecting misinformation can
be broadly categorized into: (1) content-based de-
tection, in which machine learning models are
trained upon input contents (i.e., claims) to per-
form classification (Yue et al., 2022; Zeng et al.,
2022; Jiang et al., 2022; Yue et al., 2023; Chen
and Shu, 2023a; Liu et al., 2023; Mendes et al.,
2023; Zeng et al., 2024; Liu et al., 2024). Addi-
tional modalities such as image, video or propaga-
tion paths can also be used to improve detection
performance (Shang et al., 2021; Santhosh et al.,
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2022; Shang et al., 2022b; Wu et al., 2022¢; Zhou
et al., 2023); (2) evidence-based detection, where
external knowledge can be collected as support-
ing evidence to verify input contents (Brand et al.,
2021; Kou et al., 2022a; Wu et al., 2022a; Yang
et al., 2022; Shang et al., 2022c; Xu et al., 2022;
Zhao et al., 2023). For example, knowledge graphs
or retrieved document pieces can be processed to
support or refute statements (Kou et al., 2021; Hu
etal., 2021b; Koloski et al., 2022; Kou et al., 2022b;
Shang et al., 2022a; Wu et al., 2022b).

To curb the spreading of misinformation, the
majority of existing approaches relies on social
correction (e.g., comments, replies) by users or ex-
perts (Veeriah, 2021; Vraga and Bode, 2021; Seo
et al., 2022; Bozarth et al., 2023). Despite their
effectiveness, many of such responses can be char-
acterized by the lack of politeness and supporting
facts. Furthermore, user efforts often fall short
when confronted with an overwhelming amount
of misinformation (Micallef et al., 2020, 2022; He
et al., 2023). Recently, language-based methods
are proposed to generate counter-responses / expla-
nations (Vo and Lee, 2019, 2020; He et al., 2023;
Wan et al., 2024). However, these methods con-
centrate on improving text quality, often neglecting
the response factuality through the incorporation
of evidence. Hence, we aim to design a counter-
misinformation response generation framework via
the collection of relevant documents, followed by
the reasoning and generation of responses.

2.2 Retrieval Augmented Generation

Recent progress in large language models (LLMs)
has led to substantial improvements in both lan-
guage understanding and generation (Raffel et al.,
2020; Brown et al., 2020; Wei et al., 2021; Ouyang
et al., 2022; Chowdhery et al., 2022; Touvron
et al., 2023; OpenAl, 2023). Thanks to the ex-
tensive corpora used during pretraining, LLMs
have the ability to embed world knowledge in their
parameters, and thus achieve significant perfor-
mance enhancements across various scenarios (Tou-
vron et al., 2023; OpenAl, 2023; Penedo et al.,
2023). Nevertheless, LLMs struggle to capture
fine-grained knowledge and frequently exhibit in-
stances of hallucination (Sun et al., 2023; Peng
et al., 2023). To incorporate up-to-date knowl-
edge without expensive retraining, retrieval aug-
mented generation is proposed to generate text
conditioned on collected documents (Lewis et al.,
2020b; Izacard and Grave, 2021; Borgeaud et al.,

2022; Izacard et al., 2022; Shi et al., 2023; Ram
et al., 2023). For example, REALM retrieves from
a large set of documents such as Wikipedia to
solve conditional generation tasks like question
answering (Guu et al., 2020). Nevertheless, cur-
rent retrieval augmented methods primarily study
knowledge-intensive NLP tasks and have not been
well researched for response generation against on-
line misinformation, let alone the combination of
fine-grained retrieval with RLHF-based alignment.
As such, our work explores retrieval augmented
response generation by collecting scientific evi-
dence and performing RLHF alignment to generate
evidence-based counter-responses.

3 Methodology

3.1 Preliminary

We consider the following problem setup for
counter-misinformation response generation: given
input misleading claim z, our objective is to:
(1) collect a set of m scientific evidence {e; }7",
that are relevant to input = to be used as supporting
evidence; and (2) generate response y upon input x
and the retrieved evidence {e;}/" ;, which should
demonstrate certain desirable properties (e.g., po-
liteness and factuality), see example in Figure 1.
We elaborate our framework in the following.
Input & Output: We denote the evidence col-
lection model as fy ¢t and the response generation
model as fgen. Formally, our research framework
can be defined as two sub-problems of information
retrieval (i.e., evidence retrieval) and retrieval aug-
mented text generation (i.e., response generation),
with each of the settings defined as follows:

» Evidence Retrieval: Given input misinforma-
tion x, human annotated evidence e and a
collection of n evidence documents {e;}7 ,
(with e € {e;};), the model fi should
ideally generate the highest relevance score
for the claim-evidence pair (i.e., fiet(z,€) =
max{ fret(, €;) }7—,). During training, input
and e can be used to optimize f,e¢. In inference,
we collect a subset of m documents {e; }"; for
response generation, with m < n.

* Response Generation: For response generation
purpose, we incorporate both input claim x and
collected evidence subset {e;}"; from the pre-
vious step in the input prompt, while y rep-
resents the generated response from fgen (i.€.,
Y = feen(z,{€i}i21)). To learn the generation
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model, we first train fge, end-to-end, followed
RLHF tuning. The inference stage is completed
by collecting evidence documents and perform-
ing evidence-based response generation.

Optimization: The retrieval model f,¢t and genera-
tion model fgen are parameterized by Ore; and Ogey.
To learn f,et, we maximize the relevance score of
the label evidence e upon input z. In other words,
we minimize the expected loss of input-evidence
pair (z,e): ming,., E e [L(0ret, (z,€))], With
Xt representing the evidence retrieval dataset.
For fgen, the optimization is two-fold: (1) Ogen
is first trained end-to-end by minimizing cross
entropy loss on input-evidence-response triplets,
where m can be empirically selected (i.e.,
ming, ., B, fe;}70 ) )~ gon [£(Oen, (2, {€i 1721, 9))]);

(2) to improve the response quality, we leverage an
additional reinforcement learning step to tune e,
towards generating responses of human preference.
In particular, we design the reward by considering
the following aspects that could help reducing the
spread of misinformation (Starbird et al., 2014;
Chan et al., 2017; Tanaka and Hirayama, 2019;
Malhotra et al., 2022; He et al., 2023):

* Refutation: Refutation involves phrases within
the response that explicitly and objectively ex-
pose the error or inaccuracy of input claims.

* Factuality: Factuality evaluates the correctness
and supporting evidence of the response, which
reflects the reliability of the generated text.

* Politeness: Politeness refers to using considerate
and thoughtful language, and thus respectfully
counters misinformation and avoids backfire.

* Claim Relevance: Response should establish a
clear and direct connection to the input claim for
improved coherence and comprehension.

* Evidence Relevance: The relevant evidence in-
formation should be included in the response to
demonstrate the falsehood of input claim.

To summarize, we introduce a retrieval augmented
response generation framework with two-stage ev-
idence retrieval and fine-grained reinforcement
learning, which learns to construct evidence-based
counter-responses against misinformation.

3.2 Two-Stage Evidence Retrieval

Existing retrieval augmented generation ap-
proaches adopts unsupervised sparse retrieval to

collect relevant documents (Lewis et al., 2020b;
Izacard and Grave, 2021; Izacard et al., 2022; Ram
et al., 2023). An example of such algorithms
include BM25, which computes query-document
relevance by considering word frequency in both
query and documents (Robertson et al., 1995). Al-
though BM25 is widely used, it does not yield
satisfactory ranking performance for knowledge-
intensive tasks such as question answering. There-
fore, dense retrieval methods are proposed for im-
proved text understanding and relevance estima-
tion (Karpukhin et al., 2020; Ren et al., 2021; Izac-
ard et al., 2021; Wang et al., 2022, 2023b). Never-
theless, dense retrieval is known to be inefficient for
massive data quantity and require large amounts of
annotated data for training. This limitation renders
dense retrieval to be less effective in retrieval aug-
mented response generation, where only limited
annotated data is available for training.

Unlike existing retrieval methods, we design a
two-stage retrieval pipeline in RARG that performs
coarse-to-fine ranking, which improves the com-
putation efficiency and retrieval performance with
limited data. Specifically, we include the follow-
ing stages: (1) retrieve a smaller subset from the
large collection of evidence documents via BM25;
and (2) rerank the retrieved subset using a dense
retriever fine-tuned on limited claim-evidence pairs.
In the first retrieval stage, we adopt BM25 to ef-
ficiently generate a small subset {e;}/"; from a
much large collection {e;}}* ;. While BM25 may
occasionally retrieve less or ir-relevant documents,
we observe that in most cases, the desired evidence
can still be found in {e;}/" ; with proper selection
of m. In our implementation, we adopt m = 20
as the subset size to balance the performance and
efficiency of our retrieval pipeline. In the follow-
ing stage, we fine-tune a dense retrieval model to
perform fine-grained reranking and select the most
relevant documents as supporting evidence. Com-
pared to sparse retrieval, this additional stage yields
notable performance improvements with minimal
computational overhead. We illustrate the overall
retrieval pipeline of RARG in Figure 2 (left).

For dense retriever fgo, within fie¢, fine-tuning
often requires large amounts of annotated data for
improved ranking performance and generalizabil-
ity (Karpukhin et al., 2020; Wang et al., 2022).
Despite the insufficiency of data, the retrieval re-
sults from our first stage can be used as a coarse
estimation of claim-evidence relevance. In other
words, it is possible to leverage the BM25 scores
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Figure 2: The proposed two-stage retrieval pipeline in RARG (left) and its optimization (right).

from the first stage, combined with limited an-
notated examples, to optimize the dense retrieval
model. Specifically for input-evidence pair (z, e),
we sample & positive documents {e? le and k
negative documents {e?}¥_, using BM25 and in-
verse BM25 scores, which avoids introducing ex-
tensive noise in the training data. Based on the
positive set {e? le, we design a ranking loss to
enlarge the margin between evidence e and the
highest ranked positive evidence in {e/}7 , (i.e.,
faen(x,€) — max{ faen(z,€?) ¥ .)). Here, we maxi-
mize the relevance between input-evidence pairs
by applying penalty only when the margin is below
threshold 7. In addition to the ranking loss, our op-
timization goal contains a contrastive term based on
InfoNCE loss (Chen et al., 2020), which improves
the relevance estimation between input-evidence
pairs while ‘pushing away’ negative evidence. For-
mally, the overall optimization objective £ for fgen
can be formulated as:

E(z,e)~Xrer [max(O, max({fden(x7 ef)}i'c:l) — faen(w,€) +7)

eXp(fdcn(SU,e)) L

B AeXI)(,]c(ieI)x(=T7 6)) + Zk exp(fden(xv e?)zl)

where 7 is the margin threshold for the ranking loss
and ) is a scaling factor. For each pair of x and
e, the first term in Equation (1) is effective when
fden(z, €) score is not 7 greater than the score of
the highest ranked positive evidence. The next
term, on the other hand, maximizes exponential
score of the annotated input-evidence pair over the
sum of those from the sampled negative evidence.
We illustrate the optimization of the dense retriever
in Figure 2 (right), where we differentiate the anno-
tated evidence e from the positive evidence {e?}¥_,
and ‘push away’ the negative evidence {e]’ i-“zl.
For the evidence document collection, since
we focus on the case of COVID-19, we limit
the evidence documents to academic articles on
COVID research from reliable sources. In par-

ticular, we collect all available articles from
two large databases of COVID-related research:
CORD (Wang et al., 2020) and LitCovid (Chen
et al., 2021). In sum, we obtain 1,056,262 articles
from CORD and 301,136 articles from LitCovid'.
The collected articles are preprocessed to filter in-
valid and repeated items. As a result, 1,118,112
articles remain in our evidence database and we
extract title and abstract information from each
article as the evidence corpus. To fine-tune our
dense retriever model, we utilize Check-COVID,
a dataset with ~350 evidence documents and ~1k
input-evidence pairs for training, with all docu-
ments collected from the CORD dataset (Wang
et al., 2023a). To improve the ranking performance
over large evidence collections, we manually in-
crease the document size of Check-COVID to 5k
by sampling additional documents from CORD and
LitCovid. We use k = 4 in {e/}¥ | and {e?}%_,,
we also provide more data collection and process-
ing details in Section 4 and Appendix A.

3.3 Response Generation

Despite recent progress in large language mod-
els (LLMs), it is frequently observed that LLMs
demonstrate hallucination behavior due to the lack
of knowledge and reasoning capabilities (Sun et al.,
2023; Peng et al., 2023). To improve the factuality
of LLM-generated text, retrieval augmented text
generation is used to incorperate external knowl-
edge (Lewis et al., 2020b; Izacard and Grave, 2021;
Borgeaud et al., 2022; Ram et al., 2023). Yet the
training of such models heavily relies on the quality
of the data and demands extensive tuning efforts
to achieve substantial performance improvements.
On the other hand, generating large amounts of
responses with desired properties (e.g., factuality,

'CORD is maintained until June 2022, while LitCovid is
active as of October 2023. Our LitCovid collection is updated
with information available until August 2023.
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Figure 3: The optimization of fg, in RARG. Upon input claim, the evidence documents are retrieved for response
generation. Then, the reward model estimates the rewards and update the actor model with PPO-based RL.

politeness) can be time-consuming and costly. In
contrast, gathering basic human feedback such as
preference ranking proves to be a notably simpler
and more cost-effective approach for feedback col-
lection (Ouyang et al., 2022). Therefore, we com-
bine the advantages of LLMs, which can be eas-
ily instruction-tuned with small-size data, while
exploiting the potential for further improvement
through RLHF (Ouyang et al., 2022).

To optimize the generation model, we propose
a RLHF-based approach to generate responses
towards human preference. Specifically, fgen is
first fine-tuned in a supervised fashion to generate
counter-response conditioned on input claim and
retrieved evidence. At the same time, a reward
model is constructed by leveraging binary human
feedback (e.g., whether responses are refuting, fac-
tual and polite) as training data to evaluate the re-
sponse quality. The reward model is then applied
in the reinforcement learning stage, where the fine-
tuned fgen (i.€., actor model) is trained to further
improve generation quality using proximal policy
optimization (PPO) (Schulman et al., 2017). Upon
deployment, only the actor model is required for
inference, which generates counter-misinformation
responses based on input claims and collected evi-
dence. We provide an illustration for the response
generation process and its optimization in Figure 3.

Supervised Fine-Tuning. Reinforcement learn-
ing is known for being unstable for complex tasks,
therefore, we first perform supervised fine-tuning
using a pretrained LLM (e.g., Llama 2) to learn ini-
tial capabilities in counter-misinformation response
generation. Additionally, the fine-tuned model is
used as a reference model (i.e., critic model in Fig-

ure 3) in the following reinforcement learning step
to stabilize training. We denote the supervised fine-
tuned model as ¢ (i.e. reference model).

Modeling Reward. The purpose of reward mod-
eling is to leverage human feedback for evaluat-
ing the text quality. Unlike methods that generate
text pairs for preference evaluation (Ouyang et al.,
2022), we train smaller LMs to model human feed-
back, as the swift convergence accelerates reward
estimation in RLHF. For a dataset of {x;, y;, 73},
with r € {0, 1} representing the reward label from
human feedback (i.e., refutation, factuality or po-
liteness in binary form), the objective of modeling
reward is to learn a modeling function f that min-
imizes the expected negative log-likelihood loss.
The learnt reward model evaluates the quality of
the generated responses. In our implementation,
we adopt three BERT models to learn human feed-
back in refutation, factuality, politeness, and use
the sum of the scores as reward. To further im-
prove the coherence of the response w.r.t. input
claim and retrieved evidence, we assess the rel-
evance between claim-response pairs (i.e, (z,y))
and evidence-response pairs (i.e, (e, y)). To maxi-
mize parameter efficiency, we utilize fg4e, from the
previous retrieval module, since fq.,, is specifically
trained to model the evidence relevance. Thus the
estimated reward 7 is formulated as:

7= frefutation(x7 {ei};lla y) + ffactuality (:C7 {6i};117 y)
+ fpoliteness(xy {ei};lh ?J) + a(fden(m7 y)

+ maX{fden(ei7 y)}:il)7
)

where f refutation» f factuality and f politeness model
refutation, factuality and politeness respectively.
fden(z,y) is used to evaluate claim-response rele-
vance, and max{ fgen(€i, y) } /., evaluates the best-
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matching evidence-response relevance. « is a hy-
perparameter to scale the relevance reward.
Reinforcement Learning. For reinforcement
learning with human feedback, we use Equation (2)
to assess the quality of the generated responses.
The objective is to maximize the expected reward
w.r.t. the actor model under the constraint that the
parameters in 7, do not significantly deviate from
mrer. Formally, the learning is formulated as:
WaxE (g )~ (2,0} 7y y~rmace (2,) [P (T €, )]

3
— BD[log mact (y|z, €)[] log mret (ylz, €)]];

where [ is a hyperparameter to regularize the out-
put difference between m,c¢ and .., and D stands
for the KL divergence. Here, we aim to find the
optimal policy m,¢ that maximizes the expected
reward 7. The additional KL divergence term con-
trols how far the actor model can travel from the
reference model via the minimization of KL diver-
gence. Therefore, penalizing the KL distance ef-
fectively prevents optimization instability or model
collapse. During training, we initialize the actor
model 7,4 with reward head using the weights
from 7 and leverage PPO as the learning algo-
rithm (Schulman et al., 2017; Ouyang et al., 2022).
We provide an illustration of the training pipeline in
Figure 3, where the upper subfigure demonstrates
evidence retrieval and response generation. The
lower subfigure explains our reinforcement learn-
ing scheme, in which the generated responses are
used to estimate the rewards and compute the KL
distances. Finally, the rewards and KL penalty
are used the compute the training loss and update
the actor model. After the reinforcement learning
stage, the resulting actor model 7, is used as our
response generation model in RARG.

4 Experiments

4.1 Experiment Design

Evidence Retrieval. Our retrieval module consists
of BM25 and fye, (initialized with ES (Wang et al.,
2022)). We adopt the Check-COVID dataset for ev-
idence retrieval evaluation (Wang et al., 2023a), the
adopted metrics are NDCG and Recall (i.e., N@k
and R@Fk) with k& € [1,3,5]. For baselines, we
adopt sparse algorithms TFIDF and BM25 (Robert-
son et al., 1995). We also incorporate state-of-
the-art dense retrievers DPR and E5 for compari-
son (Karpukhin et al., 2020; Wang et al., 2022).

Response Generation. We adopt our collected
scientific articles (see Section 3.2) and use the top-

Check-COVID Dataset
N@l1t N@31 R@37 N@51 R@51%

TFIDF 0.266 0.363 0.427 0.385 0.480
BM25 0.292 0.395 0.467 0.426 0.545
DPR 0.324 0.411 0.477 0.457 0.588
ES 0.445 0.584 0.679 0.609 0.741
RARG 0.513 0.631 0.712 0.646 0.750

Table 1: Evidence retrieval results, with best results in
bold and second best results underlined.
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Figure 4: Hyperparameter sensitivity of A in retrieval.

3 / top-5 documents from retrieval. Our fge, is
based on Llama 2 (7B) (Touvron et al., 2023),
with the supervised fine-tuning variant denoted
by RARG (S). We adopt MisinfoCorrect dataset
for training (He et al., 2023) and perform both
in-domain and cross-domain evaluation (on Con-
straint and ANTiVax) (Patwa et al., 2021; Hayawi
et al., 2022). We follow the evaluation from (He
et al., 2023) using metrics refutation (R.), factu-
ality (F.) and politeness (P.), we also evaluate the
response relevance to input claim (C.) and evidence
(E.) using our dense retriever (i.e., fqen). Base-
line methods include BART, DialoGPT, PARTNER,
GODEL, MisinfoCorrect (MisinfoC.), Llama 2 w/
and w/o retrieval (denoted with Llama and Llama
(R)) and GPT-3.5 (Lewis et al., 2020a; Zhang et al.,
2020; Sharma et al.; Peng et al., 2022; He et al.,
2023; Touvron et al., 2023; Brown et al., 2020).

4.2 Evidence Retrieval Results

Our main retrieval results are reported in Table 1.
In this table, rows represent retrieval methods and
the columns represent different metrics. For top-1
scores, we use N@1 since top-1 NDCG and Recall
scores are equivalent. From the results we observe:
(1) RARG retriever consistently outperforms base-
line retrieval methods across all metrics, with an
average performance improvement of 7.09% com-
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MisinfoCorrect Dataset

R+t FEt+ Pt Ct E+t

BART 0.824 0.623 0.824 0.799 0.685
DialoGPT 0.831 0.693 0.874 0.800 0.689
PARTNER 0.792 0.779 0.790 0.759 0.663
GODEL 0931 0904 0987 0.751 0.680
MisinfoC. 0916 0914 0927 0.788 0.686
Llama 0.727 0950 0984 0.761 0.674
Llama (R) 0.761 0942 0984 0.776 0.694
GPT-3.5 0.857 0971 0987 0.805 0.690
RARG (S) 0922 0944 0988 0.804 0.702
RARG 0.965 0.967 0989 0.812 0.704

Table 2: In-domain response generation results, with
best results in bold and second best results underlined.

pared to the second best results. (2) In contrast
to sparse retriever along, the additional dense re-
triever significantly improves the ranking perfor-
mance. For example, RARG achieves 37.61% per-
formance improvement in Recall@5 compared to
BM25. (3) The performance gains through our
dense retriever increases as we narrow the size of
the retried subset (i.e., top-k). For instance, the
NDCG improvements compared to the best base-
line rise from 6.07% to 8.04% with k decreasing
from 5 to 3. (4) By leveraging the ranking mar-
gin and contrastive learning, our dense retriever
successfully exploits noisy BM25 results and out-
performs the second best baseline E5 by 15.28%
in top-1 score, indicating strong reranking perfor-
mance with RARG. Overall, we find the two-stage
retrieval pipeline in RARG performs well even with
limited training data, which demonstrates substan-
tially improved retrieval performance.

We additionally study the effect of A in the train-
ing objective of the retriever model, which regular-
izes the strength of contrastive loss. In particular,
we vary the value of A from O to 0.5 and evalu-
ate the retrieval performance on NDCG and Recall
with k& € [3, 5]. We focus on top-3 and top-5 scores
as they are representative ranking scores and show
consistent trends with changing A\. We present the
performance visually in Figure 4, with x-axis rep-
resenting the A values and y-axis representing the
ranking scores. We observe consistent improve-
ments by applying the contrastive loss, followed by
minor changes with futher increasing A values. The
performance for all metrics remains robust even
with the maximum value of 0.5. In sum, the pro-
posed contrastive loss improves the performance
of RARG retrieval, and performs quite robust re-
gardless of hyperparameter selections.

4.3 Response Generation Results

For response generation, we leverage the retrieved
documents as part of the input prompt to generate
the counter-responses. We report the in-domain re-
sponse generation results in Table 2, with rows rep-
resenting response generation models and columns
representing different metrics. To evaluate the
model generalization, we additionally perform re-
sponse generation on cross-domain datasets Con-
straint and ANTiVax (Patwa et al., 2021; Hayawi
et al., 2022), with results presented in Table 3. We
also demonstrate the generation quality on cross-
domain data via qualitative examples in Table 6.

From both in- and cross-domain evaluation re-
sults we observe: (1) Both RARG versions per-
form well on in-domain data and achieve superior
performance over baseline methods. For exam-
ple, RARG outperforms the best baseline on the
refutation metric with 3.65% relative improvement.
(2) RLHF-tuned RARG can further improve gener-
ation quality, achieving an average 2.40% perfor-
mance improvement on refutation, factuality and
politeness metrics compared to RARG (S). (3) De-
spite significantly reduced size (i.e., 7B), RARG
performs similarly or exceeds GPT-3.5 on all met-
rics. In particular, RARG significantly outperforms
GPT-3.5 on refutation, which may be attributed to
the misinterpretation of certain examples by GPT-
3.5, as we demonstrate in Table 6. (4) In cross-
domain experiments (Table 3), although most mod-
els show comparable performance on refutation,
factuality and politeness metrics, RARG can gen-
erate responses of substantially enhanced coher-
ence and quality. In contrast, baseline methods
exhibit signs of overfitting, leading to responses
that highly resemble the training data (see Ta-
ble 6). (5) Llama 2 and GPT-3.5 perform well
in cross-domain response generation (Table 3). Yet
they show significantly reduced refutation scores,
likely stemming from the frequent misclassifica-
tion (i.e., as if responding to valid information).
(6) Combined both quantitative and qualitative re-
sults on cross-domain data, RARG clearly out-
performs baseline generation methods with sig-
nificantly improved claim and evidence relevance
as well as generation quality. Overall, we con-
clude that the RLHF-tuned RARG demonstrates
enhanced claim understanding, evidence-based rea-
soning and response generation abilities. Further-
more, RARG exhibits superior performance in
countering both in-domain and cross-domain mis-
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Constraint Dataset

ANTiVax Dataset

R. T F 1 Pt C.1 E. 1 Il R.T F. 1 P.t C.1 E. 1
BART 0.949 0.969 0.987 0.692 0.608 [ 0942 0.949 0.960 0.741 0.641
DialoGPT  0.953 0.953 0.968 0.636 0.584 [ 0952 0.952 0.966 0.748 0.641
PARTNER 0.952 0.953 0.968 0.633 0.585 I 0.887 0.882 0.901 0.732 0.632
GODEL 0.938 0.908 0.986 0.594 0.578 [ 0931 0.906 0.985 0.706 0.668
MisinfoC.  0.955 0.955 0.970 0.636 0.584 [ 0952 0.952 0.967 0.747 0.641
Llama 0.595 0.929 0.977 0.745 0.628 I 0.655 0.942 0.984 0.753 0.663
Llama (R)  0.708 0.930 0.976 0.750 0.634 [ 0.722 0.943 0.984 0.775 0.689
GPT-3.5 0.855 0.933 0.979 0.795 0.684 I 0.909 0.948 0.987 0.780 0.689
RARG (S)  0.941 0.937 0.981 0.799 0.679 [ 0.966 0.975 0.989 0.791 0.687
RARG 0.951 0.940 0.982 0.805 0.682 I 0971 0.978 0.991 0.795 0.691

Table 3: Cross-domain response generation results, with best results in bold and second best results underlined.

information, highlighting the potential of RARG
in generating counter-misinformation responses
across a wide range of real-world scenarios.

5 Conclusion

In this paper, we propose a novel evidence-driven
retrieval augmented response generation frame-
work RARG against online misinformation. To
the best of our knowledge, RARG is the first to
introduce evidence-backed response generation to
counter misinformation. The proposed RARG com-
prises of: (1) evidence retrieval, where evidence
documents are efficiently collected and reranked;
and (2) response generation, in which RARG gener-
ates evidence-based counter-responses that are fac-
tual and polite. We demonstrate the effectiveness
of RARG by performing extensive experiments on
multiple datasets, where RARG can consistently
generate evidence-based responses with improved
quality over state-of-the-art baseline methods.

6 Limitations

Despite introducing RARG for evidence-based
counter-response generation against online misin-
formation, we have not discussed the setting where
test domains significantly differ from COVID (e.g.,
fake news), which may hinder the deployment of
the proposed method for more generalized appli-
cations. In addition, we have not studied the case
when the reliability of evidence sources can not
be guaranteed (e.g., documents from unverifiable
online sources), which may introduce inaccuracies
and impact the validity of the generated responses.
Due to the limited research scope and budgets, we
have not conducted human evaluations to assess
the overall response quality of RARG. Therefore,
we plan to explore a more generalized and domain-

adaptive solution with an improved evaluation pro-
tocol for counter-response generation in the future.
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Datasets #Evid.  #Claim  #Resp. #Leng.

Check-COVID 5.6k 1,068/229 N/A 19.4
MisinfoC. N/A 568/134 568 38.8
ANTiVax N/A 500 N/A 37.2
Constraint N/A 500 N/A 25.0

Table 4: Dataset statistics.

BAT Acce.T F11 Prec.T Rec.?

Refutation 0.835 0.800 0.873  0.978 0.788
Factuality 0928 0933 0942 0925 0.961
Politeness 0.849 0.881 0923 0941 0.905

Table 5: Reward modeling results.

A Experiment Details

A.1 Evidence Retrieval

Our two-stage retrieval consists of BM25 and a fine-tuned dense retriever. The dense retriever is initialized
with the pretrained embeddings from bidirectional encoder representations (E5) (Wang et al., 2022). We
describe the experimental design below.

* Dataset: For retrieval evaluation, we adopt the Check-COVID dataset that provides claim-evidence
pairs (Wang et al., 2023a). The dataset statistics of the training/test set is provided in Table 4.

* Baseline: For baseline models, we adopt unsupervised sparse retrieval algorithms TFIDF and
BM25 (Robertson et al., 1995). We also incorporate two state-of-the-art dense retrievers for com-
parison: dense passage retrieval (DPR) and ES retriever (Karpukhin et al., 2020; Wang et al., 2022).

* Evaluation: In our evaluation, we adopt the following evaluation ranking metrics: normalized discounted
cumulative gain (NDCG@£k) and recall (Recall@k) with k € [1, 3, 5]. We validate the model using the
best NDCG @10 scores and rerank the retrieved results.

For the subsequent response generation experiments, we adopt our collected scientific articles as the
evidence sources (see Section 3.2) and collect the top-3 / top-5 documents for each input claim.

A.2 Response Generation

For experiments in response generation, the base model is the 7B version of Llama 2 (Touvron et al.,
2023). To improve parameter efficiency, RARG is trained with 8bit quantization and LoRA (Hu et al.,
2021a; Dettmers et al., 2022), we report the experiment design below.

* Dataset: We adopt MisinfoCorrect for training (He et al., 2023). All models are trained with the
identical training set and evaluated on a non-overlapping test set for unbiased assessment. To evaluate
model generalization, we additionally adopt Constraint and ANTiVax, with 500 sampled examples each,
see Table 4 (Patwa et al., 2021; Hayawi et al., 2022).

* Baseline: For baseline models, we adopt multiple state-of-the-art baselines. In particular, we adopt text
generation-based BART, DialoGPT, GODEL (Lewis et al., 2020a; Zhang et al., 2020; Peng et al., 2022),
reinforcement learning-based methods PARTNER and MisinfoCorrect (Sharma et al.; He et al., 2023),
LLM-based Llama 2, Llama 2 with retrieval (with identical retrieval as in RARG, denoted with Llama
(R)) and GPT-3.5 (Brown et al., 2020).

* Evaluation: We follow the evaluation protocol from, with metrics in refutation, factuality and politeness
using the supervised trained LMs in Section 3.3 (He et al., 2023). We also evaluate the response
relevance to input claims and the collected evidence using the relevance estimation model (i.e., dense
retriever) as in Section 3.2.
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Besides RARG, we also report results of the supervised fine-tuned version of RARG (i.e., RARG (S)).
For reward modeling, we train three BERT models on the binary human feedback data w.r.t refutation,
factuality and politeness. As the label distribution is imbalanced, we adopt stratified sampling to split
train/test sets and apply class-balanced cross entropy loss for training. Besides accuracy, F1, precision and
recall, we also use balanced accuracy (BA) to evaluate class-balanced performance on human feedback
classification. The evaluation results for reward modeling are in Table 5. In summary, BERT models
achieve well-balanced classification performance across all human feedback metrics, with average BA of
0.871 and accuracy of 0.871.

A.3 Implementation

For retrieval baseline methods, we follow the original works for implementation and hyperparameter
selection. For RARG retrieval pipeline, we use the E5-base version for further tuning and train with
AdamW optimizer for 5 epochs. We search the learning rate from [1e-5, 2e-5, 3e-5] and select both 7 and
A from [0.1,0.2,0.3,0.4, 0.5]. Training is performed with 100 warm up steps and cosine learning rate
scheduler. For sampling evidence, 4 positive evidence documents and 4 negative documents are adopt
for training. We align the rest settings with the original E5 work (Wang et al., 2022). For the generation
pipeline, we adopt publicly available implementation from the original authors. To train our 7B version
Llama 2, we adopt 8bit quantization and LoRA for parameter efficient tuning, which is less than 0.2%
of the original parameters in Llama 2 (Hu et al., 2021a; Dettmers et al., 2022). We use consistent LoRa
settings with 16 as LoRA dimension, 32 as LoRA « along with 0.05 for LoRA dropout. The LoRA
target modules are the () and V' projection matrices. For supervised fine-tuning, we train 3 epochs with
learning rate of le-4 and 0.03 percentage of the steps as warmup. For reinforcement tuning, we adopt
PPO with 1e-5 learning rate and 0.2 as initial KL regularization. Training epochs is selected between
1 to 3, batch size is selected between 4 to 32, and we update parameters after 4 gradient accumulation
steps. To construct the text input for instruction tuning, we prepend evidence as context, followed by an
instruction that describes the task. We also incorporate the input misinformation in the prompt before the
start of the response token. The resulting prompt template is:

### Instruction

{evidence}; Based on the above evidence, determine if the claim is valid and
explain why: {claim}

### Response

{response}

where evidence and claim are filled by the collected evidence and claim. For training, the annotated
response of each data example follows. For inference, the response position is left empty for generation.

B Qualitative Results

We provide additional qualitative examples to compare the response quality among different response
generation methods, examples can be found in Table 6. Due to space limitations, we select GODEL,
MisinfoCorrect, Llama 2 (R) and GPT-3.5 for comparison, as the generated responses from such models
are of the highest quality. Since RARG (S) and RARG generate similar responses to most claims, we
provide qualitative example with RLHF-tuned version of RARG. Overall, we notice high similarity in
the responses from GODEL and MisinfoCorrect compared to the training data. For LLMs, we observe
significantly increased response length by Llama 2 (R) and GPT-3.5, which may affect the non-redundancy
and readability scores in the response quality evaluation. In addition, Llama 2 (R) and GPT-3.5 often
demonstrate false responses (i.e., hallucination) by taking the input claim as valid. For example in
the example 1, both Llama 2 and GPT-3.5 incorrectly identifies the claim as valid, and thus generates
invalid responses to the original misinformation. Similarly in example 2, GPT-3.5 produces questionable
rationales on the efficacy of masks in combating COVID, possibly due to the lack of claim understanding.
Considering both the model size and efficiency, RARG shows improved response generation capabilities
and can outperform baseline methods w.r.t. the response quality.
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Response Examples from Constraint

Claim At a time when studies are linking air pollution with COVID-19 mortality rates for the most vulnerable in
society, the Trump Administration is rolling back environmental protections - allowing more poison into air.

GODEL The statement that the vaccine manipulates the DNA is incorrect. As verified by fact-checkers, the vaccine ...

MisinfoC.  This is not correct. The vaccine is not related to COVID-19. The vaccine only uses mRNA for ...

Llama (R) The claim made in the statement is valid. There have been several studies conducted that suggest a ...

GPT-3.5 The claim is valid. Studies have shown a correlation between air pollution and COVID-19 mortality rates ...

RARG This is not correct. The air pollution has nothing to do with the mortality rate. The mortality rate is related
to the virus. The air pollution is not the cause of the virus. Please stop this misinformation.

Claim Says a warning label on a box of disposable masks shows that they are ineffective at protecting against
the spread of COVID-19.

GODEL The assertion is wrong. The vaccine is not the gene therapy and the nurse is not committing crime. The ...

MisinfoC. The vaccine is not a vaccine. It is safe, and it is well tested on many people. Please stop spreading ...

Llama (R) The claim that a warning label on a box of disposable masks shows that they are ineffective at protecting ...

GPT-3.5 It is impossible to determine the validity of this claim without seeing the actual warning label on the ...

RARG The warning label is not correct. The masks are effective at protecting against the spread of COVID-19.

Response Examples from ANTiVax

Claim People who don’t care about Covid: You can’t live in fear of the virus. Also people who don’t care about
Covid: I'm not getting a vaccine. It’s experimental. We don’t know what’s in it. Me: So about living in fear?

GODEL Your understanding about the experiment is inaccurate. The vaccine is not the gene therapy, and it does ...

MisinfoC. This is not correct. The vaccine is not experimental, and it is not the experimental gene therapy. It only ...

Llama (R) The claim that people who don’t care about COVID-19 are living in fear of the virus is not valid. Itis ...

GPT-3.5 The claim is not valid. The statement highlights a contradiction in the attitudes of people who claim they ...

RARG This is not correct. The vaccine is not experimental. It is well tested and safe.

Claim Firstly, how long have you worked there? 2nd If you have been there more than 3 years you will have more
rights. 3rd If you don’t want this untested vaccine, find examples of people who have had heart attacks and
died because of vaccine. 4th Mention your human rights

GODEL Your understanding is not correct. The vaccine is safe, and before we take it, it has been tested on many ...

MisinfoC.  Your claim is not correct. The vaccine is not untested and has not been found to cause heart problems ...

Llama (R) The claim you provided is not valid and is based on a series of false assumptions and misleading statement ...

GPT-3.5 This claim is not valid. It contains several unrelated statements and does not present a clear argument ...

RARG Please stop spreading misinformation. The vaccine is not untested. It has been tested on thousands of people.

It is safe and effective.

Table 6: Generated responses for baseline methods and RARG on Constraint and ANTiVax datasets.
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