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Abstract

This paper presents multiple question gen-
eration strategies for document-level event
argument extraction. These strategies do
not require human involvement and result
in uncontextualized questions as well as
contextualized questions grounded on the
event and document of interest. Experimental
results show that combining uncontextualized
and contextualized questions is beneficial,
especially when event triggers and arguments
appear in different sentences. Our approach
does not have corpus-specific components, in
particular, the question generation strategies
transfer across corpora. We also present a
qualitative analysis of the most common errors
made by our best model.

1 Introduction

Event argument extraction (Doddington et al.,
2004; Aguilar et al., 2014) is about identifying
entities participating in events and specifying their
role (e.g., the giver, recipient, and thing given in a
giving event). Transforming natural language into
structured event knowledge benefits many down-
stream tasks such as machine reading comprehen-
sion (Han et al., 2021), news summarization (Li
et al., 2016), coreference resolution (Huang et al.,
2019), and dialogue systems (Su et al., 2022).

Traditionally, corpora are limited to arguments
within the same sentence an event belongs to. Inter-
sentential arguments are more challenging and have
received less attention (Gerber and Chai, 2010;
Ruppenhofer et al., 2010). Figure 1 presents an ex-
ample from RAMS (Ebner et al., 2020), the largest
corpus annotating multi-sentence event-argument
structures. Two out of four event-argument rela-
tions cross sentence boundaries.

The current landscape of argument extraction is
dominated by prompt-based methods (Ma et al.,
2022; Nguyen et al., 2023) and question-answering

Russia began airstrikes against the IS infrastructures
and destroyed more than 500  trucks with oil.

“They’re importing not only oil but wheat and
historic artifacts as well.” Bilal Erdogan denies

Russian allegations that he and his family were
profiting from the illegal smuggling of oil from ISIS-
held territory in Syria and Iraq.

 

artifact

vehicle

origin transporter

movement.transportartifact.
receiveimport

Argument: oil Role: artifact

 Q1: What is the artifact of the event importing?
 Q2: What artifact is related to the event importing?
 Q3: What artifact or object is related to the event importing? 
 Q4: What did Russia destroy 500 trucks with?  
 Q5: What is being imported from ISIS-held territory in Syria and Iraq? 

Question Generation

Figure 1: Example from RAMS (top, event trigger im-
porting and its arguments). In this paper, we experiment
with several strategies to generate questions for event
argument extraction. Questions for the artifact of im-
porting are shown in the dashed box. Q1 is generated
following a role-specific template, Q2 and Q3 are gen-
erated prompting GPT-4, and Q4 and Q5 are generated
by a weakly-supervised T5 model.

techniques (Du and Ji, 2022). However, these ap-
proaches heavily rely on rigid templates, neglecting
the valuable context provided by the document. An-
other avenue for improvement involves integrating
external knowledge (Zhang et al., 2023; Yang et al.,
2023), but the challenge lies in the trial and error
process of finding relevant external knowledge. In
this paper, we address these issues by generating
contextualized questions grounded on the event
of interest. Our approaches capture the semantic
relevance across different event arguments and non-
event argument entities from the document.

As illustrated in Figure 1, for the artifact role of
event trigger importing, we generate five questions
and employ transformers to identify answers that
pinpoint the argument (i.e., oil) or, alternatively,
indicate that there is no answer. The first three
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questions are uncontextualized (i.e., disregard the
document; they only take into account the event
and argument role). On the other hand, the last
two questions are contextualized (i.e., grounded on
the event trigger and document). Contextualized
questions are generated with a T5 model trained
using weak supervision. As we shall see, they
yield substantial improvements even though they
are noisy (e.g., the answer to Q4 is not oil).

The main contributions of this paper are:
• Several strategies to generate uncontextual-

ized and contextualized questions, including
weakly supervised models that require no
manual effort beyond defining prompts.

• Experimental results showing that combin-
ing uncontextualized and contextualized ques-
tions is beneficial with RAMS.

• Experimental results showing that our ap-
proach is effective with out-of-domain cor-
pora, event triggers, and roles. In particular,
the question generation component transfers
seamlessly to other corpora (WikiEvents).

A key benefit of our approach is that it can
be easily adapted to any event-argument extrac-
tion benchmark—we do not have any benchmark-
specific component. The only requirement is a list
of argument roles an event may have. Most event-
argument annotation efforts satisfy this require-
ment, including PropBank (Palmer et al., 2005),
NomBank (Meyers et al., 2004), FrameNet (Baker
et al., 1998), RAMS, ACE (Doddington et al.,
2004), and WikiEvents (Li et al., 2021). All ex-
amples in the paper are from RAMS, but we also
applied our optimal question-answering strategy to
WikiEvents to demonstrate its adaptability.

2 Previous Work

Event argument extraction (Ahn, 2006) has a long
history in the field (Grishman and Sundheim, 1996;
Doddington et al., 2004). Initially, datasets focused
on extracting arguments within the same sentence
than the event (Palmer et al., 2005; Walker et al.,
2006). There are also corpora focused on inter-
sentential arguments (Gerber and Chai, 2010; Rup-
penhofer et al., 2010; Ebner et al., 2020; Li et al.,
2021). Early models were based on handcrafted
features (Li et al., 2013; Liao and Grishman, 2010;
Hong et al., 2011). Like most NLP tasks, models
for event argument extraction experienced a trans-
formation building on word embeddings, RNNs,
and CNNs (Chen et al., 2015; Nguyen et al., 2016).

Transformer-based approaches are currently the
best performing. Some efforts assume event trig-
gers and argument spans are part of the input
and present classifiers to identify the argument
role (Ebner et al., 2020; Chen et al., 2020). Unlike
them—and like the remaining previous works dis-
cussed below—we only assume event triggers. At
a high-level, efforts to identify argument spans and
their role can be categorized into sequence labeling,
casting the problem as a question-answering task,
and using generative models. Sequence label clas-
sifiers approach the problem with the traditional
BIO encoding (Ramponi et al., 2020). Framing
the problem in terms of questions and answers is
popular (Du and Cardie, 2020; Liu et al., 2020; Li
et al., 2020; Uddin et al., 2024). Doing so enables
zero-shot (Lyu et al., 2021) and few-shot (Sainz
et al., 2022) predictions. Li et al. (2021) and Ma
et al. (2022); Du et al. (2021) leverage generative
language models (Raffel et al., 2020; Lewis et al.,
2020). Language generation facilitates a more
flexible extraction by generating the arguments
rather than identifying spans in the input document.
Transfer learning has also been explored, including
role overlapping knowledge (Zhang et al., 2023),
semantic roles (Zhang et al., 2022), abstract mean-
ing representations (Xu et al., 2022), and frame-
aware knowledge distillation (Wei et al., 2021).

We approach the problem as a question answer-
ing task by querying a transformer model. Un-
like previous work, we explore both uncontextual-
ized as well as contextualized questions grounded
on the event and document of interest. The lat-
ter questions are generated with a weakly super-
vised model. This allows us to train the model
with one corpus (RAMS) that transfer to other cor-
pus (WikiEvents).

3 Generating Questions for Event
Argument Extraction

We transform RAMS event-argument structures
into questions and answers. While gold event-
argument annotations include gold answers (i.e.,
the argument), there are no gold questions asking
for the arguments filling the roles of event triggers.
Hence, we propose five question generation strate-
gies divided into two categories: uncontextualized
and contextualized. Unlike uncontextualized ques-
tions, contextualized questions are grounded on the
event and document of interest.
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3.1 Uncontextualized Questions

Uncontextualized questions only have access to
the event trigger (e.g., importing in Figure 1) and
role (e.g., artifact). They disregard the document
of interest and always generate the same question
for an event trigger and role.

Template-Based Questions. Inspired by previ-
ous work (Du and Cardie, 2020; Liu et al., 2021),
we generate wh-questions for each argument role
an event may have according to the event ontol-
ogy. We use a straightforward template to generate
questions: Wh-word is the [argument role] of event
[event trigger]?, where Wh-word is selected from
the following: what, where, who and how. The
only requirement is to know a priori the name of
the argument roles an event may have, an assump-
tion we share with previous work. Questions are
generated regardless of whether the argument is
present in the input document. Answers are No
answer if an argument is not present. For example,
in Figure 1, “Q1: What is the artifact of the event
importing?” is the template-based question for the
artifact role of event trigger importing.

Prompt-Based Questions. Template-based ques-
tions rely on templates defined by humans. This
is suboptimal when generating questions for new
argument roles. We employ large language mod-
els to bypass this limitation. Specifically, we use
zero- and few-shot prompting (see Appendix C
for details) with the GPT-4 model to generate wh-
questions for all roles an event may have. The
few-shot prompting includes 10 randomly chosen
examples and enables in-context learning (Brown
et al., 2020). These questions are designed to ask
for specific roles without being tied to any specific
event document. We refer to these questions as
zero- and few-shot prompt-based questions. Q2
and Q3 in Figure 1 are zero- and few-shot prompt-
based questions generated for the artifact of import-
ing: What artifact is related to the event importing?
and What artifact or object is related to the event
importing?

Uncontextualized questions sometimes result in
unnatural or ungrammatical questions as exempli-
fied below (X is a placeholder for the event trigger):

• Where is the place of event [X]? (template)
• Zero Prompt: Where did the event [X] take

place? (zero-shot prompt)
• Few Prompt: What is the place or location

related to the event [X]? (few-shot prompt)

Rather than defining complex rules to account
for the correct verb tense and formulate better word-
ings, we work with contextualized questions.

3.2 Contextualized Questions
Uncontextualized questions lack any information
included in the document the event trigger belongs
to, including other arguments as well as the rest
of the document. Contextualized questions ad-
dress this weakness. We propose a weakly su-
pervised method to generate contextualized ques-
tions grounded on the event and document of in-
terest. We explore two strategies to collect data to
train models for question generation: (a) leverag-
ing SQuAD (Rajpurkar et al., 2016), a question-
answering dataset not related to event argument
extraction, and (b) weak supervision from ques-
tions automatically obtained by prompting LLMs.

SQuAD-Based Questions. We use the SQuAD
(document, questions, and answers) as training data
for question generation. The training process in-
volves feeding the model document-answer pairs so
that it learns to generate questions. Despite SQuAD
is not designed for event argument extraction, this
model can generate a (sometimes noisy) question
given an event trigger and role. It is worth noting
that this model requires the answers to generate the
questions. Therefore, SQuAD-based questions can
only be used at training time.

While these questions are contextualized, and
as we shall see it is beneficial to train with them,
we found that they are often not grounded on the
event of interest or contain misunderstandings. For
example, the answer to Q4 from Figure 1, (What
did Russia destroy 500 trucks with?) is not oil (oil
is the artifact of importing).

Weak Supervision from LLMs. To generate
more sound contextualized questions, we adopted
a targeted approach. We utilized a subset of
RAMS (500 random samples, 7% from the training
split) to prompt (see details in Appendix C) GPT-4
with documents, event triggers, and the correspond-
ing argument roles. We instruct GPT-4 to generate
five wh-questions based on the input prompt, yield-
ing nearly 9,000 questions asking for the arguments
of events.

We then train a T5 model to generate ques-
tions using weak supervision and the 9,000 ques-
tions (output) paired with the documents, event
triggers and their roles (input). This model gen-
erates role-specific questions not only for RAMS,
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but, as we shall see, also for other corpora such
as WikiEvents. For example, in Figure 1, Q5:
What is being imported from ISIS-held territory
in Syria and Iraq? is generated for the artifact
role of the importing event. Note that the ques-
tions contain other arguments of importing (Syria
and Iraq: origin) as well as additional information
from the document (ISI-held territory). Addition-
ally, this question does not explicitly mention the
role of interest (artifact). These questions capture
both argument and non-argument cues from the
document, facilitating the generation of nuanced
and semantically diverse questions. Furthermore,
using argument roles as input, as opposed to argu-
ment spans, facilitates event-grounded knowledge
transfer to other datasets.

4 Experiments

We formulate the problem of event argument ex-
traction as a question-answering task to empirically
assess the proposed question generation strategies.
Our experiments1 are designed to determine the op-
timal strategy as well as the optimal combination
of uncontextualized and contextualized questions.
Additionally, we conduct zero- and few-shot infer-
ence on RAMS to benchmark the GPT-3 model
w.r.t our simplest question generation approach.

Models. Template-based uncontextualized ques-
tions need no model. We use the GPT-4 model
to generate prompt-based uncontextualized ques-
tions. For contextualized questions, we fine-tune
T5 (Raffel et al., 2020) with either SQuAD or
the weakly supervised data obtained by prompting
GPT-4 (weak supervision from LLMs). Regard-
less of how questions are generated, we fine-tune
BART (Lewis et al., 2020, base and large versions)
to answer them (i.e., find arguments for a given
role of an event trigger). We use Pytorch (Paszke
et al., 2019) and HuggingFace transformers (Wolf
et al., 2020). The only exceptions are GPT-3 and
GPT-4, which have their own API.

Combining Uncontextualized and Contextual-
ized Questions. In addition to using a single strat-
egy, we combine uncontextualized and contextual-
ized questions during training. At testing time, we
use uncontextualized questions only based on our
initial empirical findings (Table 1).

1Code including dataset transformed into questions and
answers are available at https://github.com/nurakib/event-
question-generation

Datasets. We work with two datasets:
RAMS (Ebner et al., 2020) and WikiEvents (Li
et al., 2021). The events and arguments in RAMS
are annotated based on the AIDA-12 ontology.
Documents are sourced from news articles,
resulting in 139 event types and 65 argument
roles. The event-argument structures in RAMS are
annotated within a 5-sentence window; there is
one event trigger annotated per document.

WikiEvents is quite different than RAMS. It
adopts the KAIROS3 ontology, sources articles
from Wikipedia, and encompasses 50 event types
and 59 argument roles. WikiEvents offers a more
detailed perspective by annotating event-argument
structures across entire documents (much longer
than five sentences), facilitating the identification
of coreferent mentions and allowing annotation of
multiple events within the same document.

Table 8 in Appendix B presents basic statistics
of the RAMS and WikiEvents datasets.

4.1 Zero- and Few-Shot Inference with GPT-3
Large language models are credited with having
emergent abilities (Wei et al., 2022). They are
also capable of in-context learning (Brown et al.,
2020), meaning that they can (presumably) solve
down stream tasks with a small set of data sam-
ples when given instructions (Wang et al., 2022).
Our methodology uses them to generate questions;
these questions are used (a) fine-tune T5 for ques-
tion generation and (b) BART for event-argument
extraction. In order to test the aforementioned abil-
ities when it comes to extracting event-argument
structures across sentences, we experiment with
GPT-3 with zero- and few-shot prompts:
Zero-Shot. We prompt GPT-3 with the input docu-
ment (five sentences) and the questions generated
with the template-based approach (Section 3.1).
Few-Shot. We prompt GPT-3 with the same zero-
shot prompt but preceded by two examples from
the training split randomly selected (and using the
same format than the expected answer). These
examples also include questions without answers.

We present details and examples of the prompts
in appendix D. We do not elaborate on them here
because they obtain poor results (Section 5.1).

4.2 Evaluation
All our fine-tuned BART models are evaluated
using the official evaluation scripts. That is, we

2AIDA-1
3KAIROS
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Base Large

Uncontextualized Questions
Template-based 48.5±0.81 52.3±1.72

Prompt-based, zero-shot 48.8±0.88 51.8±1.12

Prompt-based, few-shot 47.9±1.95 53.1±0.68

Contextualized Questions
SQuAD-based n/a n/a
Weak Supervision, LLMs 45.2±1.71 46.5±0.91

Table 1: Results (F1, mean and standard deviation of
five runs) obtained with the test split of RAMS using
each strategy to generate questions. For uncontextual-
ized questions, zero-shot prompts outperformed the few-
shot prompts, but the opposite is true of contextualized
questions. Contextualized questions yield substantially
lower results than uncontextualized questions, although
combining both is the best strategy (Table 2).

use P, R, and F1 after comparing (exact match)
predictions and the ground truth based on token
spans (i.e., indexes of the first and last tokens, not
the text in the token span). Our rationale is that it
is the only way to compare with previous work.

For zero- and few-shot inference with GPT-3, we
use a more lenient evaluation. Rather than check-
ing for spans, we consider a prediction correct if
the generated text includes the text of the expected
answer. Since there can be multiple spans in the
document matching the output of GPT-3, this eval-
uation is more lenient and better accommodates
generative models. Despite being more lenient,
GPT-3 obtains substantially lower results.

5 Quantitative Results and Analyses

5.1 Results with RAMS

Table 1 outlines the results (F1) with our BART
models (base and large) with RAMS and using
question from a single strategy. For uncontextual-
ized questions, zero-shot prompt-based questions
performed best with the base model (F1: 48.8 vs.
45.2–48.5), while few-shot prompt-based questions
excelled with the large model (F1: 53.1 vs. 46.5–
52.3). Weakly supervised questions negatively im-
pact performance (F1: 45.2 (base) and 46.5 (large)),
possibly due to high variation and the requirement
of resolving multiple contextual cues. This lead
us to recommend uncontextualized questions when
using a single strategy to generate questions.

We report the results with BART models fine-
tuned with uncontextualized and contextualized
questions in Table 2. Combining template-based

Base Large

Template-based 48.5±0.81 52.3±1.72

+ SQuAD-based 49.0±0.86 53.1±0.34∗

+ Weak Supervision, LLMs 51.5±0.26∗ 54.5±0.68∗

Prompt-based, zero-shot 48.8±0.88 51.8±1.12

+ SQuAD-based 49.6±0.93 52.7±1.87∗

+ Weak Supervision, LLMs 50.3±0.46∗ 53.4±1.48∗

Prompt-based, few-shot 47.9±1.95 53.1±0.68∗

+ SQuAD-based 49.3±0.53 52.6±0.12

+ Weak Supervision, LLMs 49.7±0.77 53.5±1.31∗

Previous Work (Top 5)
APE (2023) 51.6 54.3
APE (Single) (2023) 49.6 51.7
SPEAE (2023) 51.1 53.3
TabEAE (2023) n/a 52.7
TARA (2023) 48.0 52.5
PAIE (2022) 49.5 52.2

Table 2: Results (F1, mean and standard deviation of
five runs) obtained with the test split of RAMS using
combination of uncontextualized and contextualized
questions. The best strategy is to blend template-based
(uncontextualized) and weak supervision with LLMs
(contextualized) questions. We indicate statistically
significantly better results (McNemar test (McNemar,
1947), p < 0.01) with respect to Template-Based Ques-
tions with an asterisk (∗).

and weakly supervised questions from RAMS
yields the best results for both base and large mod-
els, showcasing a 3.0 F1 improvement (48.5 vs.
51.5) for the base model and a 2.2 F1 improve-
ment (52.3 vs. 54.5) for the large model. This
approach slightly surpasses state-of-the-art models
for the large variant. We hypothesize that contex-
tualized (i.e., questions grounded on the event and
document of interest) force the model to learn se-
mantic interactions between event arguments and
contextual cues due to the framing of the ques-
tion. Additionally, combining SQuAD-based ques-
tions (also contextualized) at training time also ben-
efit results across the board. This is true despite
their inherent noise and wording discrepancies re-
lated to events other than the event of interest (Sec-
tion 3.2). The results in Table 1 confirm the ad-
vantage of asking uncontextualized questions, and
Table 2 shows the consistent benefit of combining
uncontextualized and contextualized questions.

Comparison with Previous Work on RAMS.
Our best model slightly outperforms the best pub-
lished results with RAMS (Table 2, bottom block),
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Base Large

F1 %∆F1 F1 %∆F1

2 before 26.89 +53.3 30.53 +6.8
1 before 35.04 +19.5 40.00 +19.1
same 56.19 +3.7 59.38 +11.5
1 after 24.82 +19.3 27.84 +3.5
2 after 15.69 +37.2 21.05 +12.6

Table 3: Results with RAMS and our best model (bold-
faced in Table 2) broken down by distance (# sentences)
between arguments and events. %∆F1 indicates the
relative improvement with respect to training only with
template-based questions (first supervised system in Ta-
ble 2). Our approach benefits all arguments, especially
those that are not in the same sentence than the event.

APE (Zhang et al., 2023), which achieves an F1
of 54.3 (ours: 54.5). APE relies on overlapping
role annotations from multiple event argument ex-
traction corpora (ACE05, RAMS, and WikiEvents).
Notably, when APE is trained only with RAMS, it
achieves 51.7 F1 (ours: 54.5), indicating a signifi-
cant performance drop compared to other models.
Nguyen et al. (2023) proposed generating contextu-
alized soft prompts for event argument extraction.
This work achieves the second-closest F1-score to
our model. Generating soft prompts depends on
a set of relevant documents and manually initial-
ized prompts, whereas our event-grounded question
generation approach learns from a small portion of
RAMS documents and as we shall see, it transfers
to other domains (WikiEvents, Section 5.2).

Are Inter-Sentential Arguments Harder? Ta-
ble 3 details the results of our best models (com-
bining template-based and weak supervision from
LLMs, boldfaced in Table 2) broken down by dis-
tance (number of sentences) between the event
trigger and argument. The improvements (%∆F1)
with respect to the simplest question-answering ap-
proach (only template-based questions; first system
in Table 2) are substantial regardless of distance be-
tween the event trigger and argument. For the base
model, we observe a substantial 37.2% improve-
ment when the argument appears two sentences
after the event trigger. Notably, improvements
remain considerable for arguments appearing in
sentences before (53.5% F1, 19.5% F1) or after
(19.3% F1) the event trigger. For the large model,
the most significant improvement of 19.1% F1 oc-
curs when arguments are in the sentence before
the event trigger, followed by those two sentences
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Figure 2: F1 per argument of our best system (boldfaced
in Table 2). Frequency in training (between parenthesis)
is only a weak indicator of F1. leading to the conclusion
that some arguments are easier to learn (e.g., passenger
is 70% less frequent than participant yet the former
obtains twice the F1 (0.70 vs. 0.33).

0 10 20 30 40 50 60 70

deathbyviolentevents (4%)
attack (4%)

selfdirectedbattle (4%)
injurybyviolentevents (3%)

die (3%)
transfermoney (3%)

injure (2%)
transportperson (2%)

meet (2%)
preventexit (2%)

arrestjaildetain (2%)
transportartifact (2%)

payforservice (2%)
transferownership (2%)

broadcast (2%)

Figure 3: Average F1 per event (top 15 most frequent
events) by our best system (boldfaced in Table 2). There
is no clear relation between event frequency in training
(between parenthesis) and F1, leading to the conclusion
that arguments of some events are easier to learn (e.g.,
selfdirectedbattle vs. payforservice)

after (12.6% F1). Arguments from other sentences
also benefit (6.8% and 3.5% F1). In essence, our ap-
proach demonstrates robustness in extracting event-
argument structures regardless of the distance be-
tween arguments and event triggers. The benefits,
however, are most noticeable when arguments are
not in the same sentence than the event trigger.

Are Frequent Arguments Easier? It is a com-
mon belief that the more training data the easier it
is to learn. Figure 2 provides empirical evidence
showing that this is not the case when predicting
event-argument structures in RAMS. We observe
that per-argument F1 scores range from 0.33 to
0.70, but there is no pattern indicating that fre-
quency correlates with F1 score. For example,
infrequent events such as employee and passen-
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Figure 4: Confusion matrix comparing gold (rows) and
predicted (columns) argument roles for correctly pre-
dicted argument spans (top 15 most frequent types).
Most errors are plausible (at face value) but semantically
wrong argument roles (e.g., mislabeling the beneficiary
as the recipient; note that both are usually people).

ger (2%) obtain results as high as those obtained
with communicator (6%) and victim (5%).

Are Frequent Events Easier? No, they are not.
Surprisingly, more training data for an event does
not always lead to better results. Figure 3 shows
the average F1 scores for the 15 most frequent
events. The graph shows no clear pattern between
event frequency in training and F1 scores. In-
deed, arguments of events with 2% frequency ob-
tain F1 scores ranging from 0.33 and 0.60, a large
range overlapping with the F1 scores of more fre-
quent events.

Which Arguments are Mislabeled? Our best
model obtains 54.5 F1. This number is low, but
the evaluation is as strict as it gets: it expects pre-
dictions to match the exact argument span and ar-
gument role. Figure 4 compares gold (rows) and
predicted (columns) argument roles when our best
model (boldfaced in Table 2) predicts the correct
argument spans. We observe two main trends. First,
the model mislabels arguments with labels that
are (in principle) plausible but wrong given the
input document. For example, recipient, benefi-
ciary, and giver are often people but they have
different semantics given an event trigger. Second,
our model mislabels arguments that could be con-
sidered correct but do not follow the RAMS annota-
tions. For example, the transporter of a transport-

P R F1

Ours, Base 57.1±0.48 42.1±1.26 48.5±0.81

Ours, Large 56.0±1.31 49.1±2.14 52.3±1.76

GPT3
Zero-shot 27.3 21.4 24.0
Few-shot 32.6 29.1 30.7

Table 4: Results obtained with our simplest question
generation strategy (template-based) and GPT-3 (text-
davinci-003) with zero- and few-shot prompts.

Base Large

Template-Based Questions 63.6±1.24 64.7±0.76

+ Weak Supervision, LLMs 66.3±0.24∗ 67.7±1.13∗

Previous Work (Top 5)
APE (2023) 66.0 68.7
APE (Single) (2023) 62.1 65.8
TabEAE (2023) n/a 66.5
SPEAE (2023) 66.2 66.1
PAIE (2022) 63.4 65.3
AHR (2023) 46.1 63.4

Table 5: Results with WikiEvents (F1, mean and stan-
dard deviation of five runs) using template-based ques-
tions and the best strategy with RAMS (boldfaced in
Table 2). We reuse the weakly supervised question gen-
eration model trained on a sample of RAMS. Results
are statistically significantly better (McNemar test (Mc-
Nemar, 1947), p < 0.01, indicated with ∗).

ing event (i.e., the person moving something) could
be the origin or the event, but RAMS reserves that
argument role for the location where transporting
started. We hypothesize that our model is lever-
aging the knowledge acquired about transporter
and origin prior to our training with RAMS (and it
never overcame this knowledge during training).

Comparison with GPT-3. Zero-shot and few-
shot prompting with GPT-3 falls short in re-
gards to performance with respect to our question-
answering approach.4 The results in Table 4 show
that GPT-3 obtains better results in a few-shot in-
context learning setting compared to a zero-shot
setting. Yet, the performance lags behind our
template-based question answering model. It is
important to acknowledge the potential of prompt
engineering (Gu et al., 2022) to improve perfor-
mance. We reserve the avenue of prompt engineer-
ing for future work.

4We only report one run for zero- and few-shot with GPT-3
as we do not tune it.
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Error Type Example

Alternatives
(42.17%)

[. . . ] The military operation is the most complex carried out in [Iraq]PREDICTED_PLACE since
US forces withdrew from [the country]GOLD_PLACE in 2011. Last week, the UN said it was
bracing itself for the world’s biggest and most complex humanitarian effort following the
[battle]EVENT_TRIGGER, which it expects will displace up to one million people [. . . ]

Partial spans
(33.73%)

[. . . ] US Secretary of State Hillary Clinton who allowed this Gulf State nation
to secure the 2022 World Cup — and that [the [Qataris]PREDICTED_GIVER]GOLD_GIVER

were so appreciative of they [donated]EVENT_TRIGGER millions to [the [Clinton
Foundation.]PREDICTED_BENEFICIARY]GOLD_BENEFICIARY [. . . ]

Wrong spans
(15.66%)

[. . . ] Mr. Assange spoke from the [Ecuadorean Embassy]GOLD_PREVENTER in London, where he
has been holed up for four years. [Sweden]PREDICTED_PREVENTER is seeking his extradition for an
investigation into sexual misconduct allegations; his supporters have expressed fear that if he
is [arrested]EVENT_TRIGGER, he could be sent to the United States and prosecuted for publishing
leaked documents. [. . . ]

Two or more
arguments
(8.04%)

[. . . ] On Monday, the [U.S.]GOLD_PARTICIPANT_2 and [Russia]GOLD_PARTICIPANT_1 predicted_participant

entered a The [ceasefire]EVENT_TRIGGER agreement in Syria, in part to get humanitarian aid to cities
like Aleppo. The ceasefire does not apply to strikes targeting ISIS. [. . . ]

Table 6: Most common errors made by our best performing model on RAMS (combining template-based questions
with questions obtained with a weakly supervised model, boldface in Table 2).

5.2 Results with WikiEvents

We also evaluate the effectiveness of our proposed
question generation strategy (best performing ap-
proach with RAMS, boldfaced in Table 2) on the
WikiEvents dataset. To formulate uncontextual-
ized questions, we employed a template-based ap-
proach utilizing the event ontology provided with
the dataset. We reuse the question generation mod-
els used with RAMS, including the weakly super-
vised model trained with questions obtained via
prompting with documents, event triggers and ar-
guments from RAMS. In other words, there is no
WikiEvents-specific component or fine-tuning.

The results (Table 5) demonstrate that our
approach transfers across corpora—recall that
WikiEvents contains documents in different do-
mains than RAMS as well as different events and
argument roles. Indeed, the best strategy to com-
bine uncontextualized and contextualized ques-
tions yields statistically significantly higher results.
While we do not outperform all state-of-the-art
models, particularly for larger models, our results
remain competitive despite the question generation
component was trained with RAMS.

6 Qualitative Error Analysis

We close our analyses by examining the errors
made by the best model (boldfaced in Table 2).
We discuss linguistic commonalities in either the
input documents or model predictions observed

in a manual analysis of 83 errors from 100 doc-
uments. The most common error type (42.17%,
Table 6) is predicting alternative spans. In the ex-
ample, our model predicts a coreferent mention
that is counted as an error. This allowed us to raise
the issue of rethinking the evaluation of event ar-
gument extraction; only one gold span matching
may not be ideal. The second most common error
type (33.73%, Table 6) is predicting partial spans
(either shorter or longer than the gold). The differ-
ences include articles, conjunctions, numbers, and
detailed descriptions complementing entities. Com-
pletely wrong spans are much less likely (15.66%).
Our model is limited to predicting one span per
argument role, thus it will always make errors with
events that have two instances of the same argu-
ment role (8.04% of errors). A previously reported
by Zhang et al. (2020), we found that some model
errors (7.3%) appear to be due to annotation errors—
no annotations are perfect, and RAMS is not an
exception. For example, the test set includes the
following: he raised the [funds]RECIPIENT privately
and [reimbursed]EVENT_TRIGGER the city [. . . ].

7 Weakly Generated Question Analysis

Our empirical assessment across two corpora for
event argument extraction indicates that training
with weakly supervised questions yields positive
results. To further understand this, we conduct a
manual analysis of 100 random questions generated
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Document: This is why Turkey became
anxious when Russia began delivering
airstrikes against the IS infrastructure and
destroyed more than 500 trucks with oil
already. This really got on Erdogan and
his company’s nerves. They’re importing
not only oil, but wheat and historic
artefacts as well.” Bilal Erdogan denies
Russian allegations Bilal Erdogan this
week denied continuous Russian
allegations that he and his family were
profiting from the illegal smuggling of oil
from ISIS - held territory in Syria and Iraq,
after Russia’s defence ministry said it had
proof that the Erdogan family was
benefiting directly from this trade.

Document: WikiLeaks says it has access
to NSA source code and will be posting it
for free, unlike an outfit known as the
“Shadow Brokers” that had announced
plans to auction off code they allegedly
stole. Univision won the bidding auction
for Gawker and will buy all seven of the
company’s media properties for $135
million. Pay TV providers posted their
highest subscriber loss ever in this year’s
second quarter, with cable, satellite and
telecom companies losing at least
665,000 subscribers.

Document: People who had just arrived at
the airport in Istanbul after the blasts.
Desperate passengers embrace as they
gather in shock outside the terminal after
the airport was evacuated and all flights
were grounded. Twelve months after that,
he was found in Georgia, in the Lopota
mountain valley following a battle
between police and rebels which saw
three policeman and 11 rebels killed.
Chataev was injured and later detained -
but said he had nothing to do with it.
Chataev is also said to have led Chechen
Islamist Doku Umarov's armed
underground movement of Northern
Caucasus from Turkey.

Event: importing 

Argument: Oil (Artifact)

Event: auction 

Argument: $135 million (Money)

Event: battle 

Argument: No Answer (Instrument)

Question about the 
event and the argument role

Generated Question: What is being
imported from ISIS-held territory in Syria
and Iraq?

Generated Question: What was the key
component in the auction that led to the
purchase of all seven of Gawker's media
properties?

Generated Question: What led to the
capture of Chataev in the Lopota
mountain valley in Georgia?

Expected Question: How much money
did Univision bid to win the auction for
Gawker, acquiring all seven of the
company's media properties?

Expected Question: What instrument
was used in the battle between police
and rebels take place?

Expected Question: What is being
imported from ISIS-held territory in Syria
and Iraq?

Question about the event Question about neither 
the event nor the argument role

Figure 5: Examples of three categories of questions generated by the weakly supervised T5 model. Text highlighted
in green indicates the events, while red text indicates the arguments within the RAMS documents. Argument roles
are mentioned in parenthesis. Question about the event and the argument role are grounded on both the event and
the argument role, and Question about the event are only grounded on the event. Question about neither the event
or the argument role are irrelevant to the event and the argument role. Generated Question are the outputs generated
by the weakly supervised model; and Expected Question refers to human-written questions exemplifying perfect
questions (hypothetical) we would like to generate.

by the weakly supervised model. This analysis eval-
uates the generated questions for their relevance
and accuracy in relation to the events and argument
roles detailed within the document. Overall, we
found three different categories after analyzing 100
questions. The first category of questions are tar-
geting both the event and the argument role, while
the second category of questions focuses solely on
the event. The third category of questions lacks
relevance to both the event and the argument role.
Figure 5 exemplifies the 3 categories using the out-
put from the weakly supervised T5 model. We ob-
serve that 73% questions generated are grounded
in both the event and the argument role (first cat-
egory). Another 23% questions are grounded in
the event of interest (second category) but aim to
extract different information than the role of inter-
est. Only 4% questions are grounded in neither the
event nor argument role of interest (third category).

8 Conclusions

We have presented several question generation
strategies for asking questions about the arguments
of an event. Our approach can be used seamlessly
with any corpora; the only requirement is a list of
events and the arguments they may take, informa-
tion that existing corpora come with. Combining
uncontextualized and contextualized questions ob-
tains the best results. Contextualized questions in-
corporate cues about other arguments of the event
of interest as well as other parts of the document,
providing our BART-based models with informa-
tion that is not otherwise available. Crucially, our
strategies to generate questions do not require man-
ual intervention. Additionally, the weakly super-
vised models to generate questions transfer across
corpora (from RAMS to WikiEvents; different cor-
pora, events, and arguments roles).
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Limitations

This work presented in this paper has several lim-
itations. Our weakly supervised approach brings
certain advantages in event argument extraction.
This have been assessed through empirical analy-
sis. While we have observed the effectiveness of
incorporating questions during the training phase,
we have not reported an in-depth analysis into why
this method is successful across all samples. It
remains unclear whether the addition of all con-
textualized questions is universally beneficial. To
address this, employing an adaptive selection strat-
egy could prove valuable in determining the in-
stances where incorporating questions is most ad-
vantageous.

Our model predicts at most one argument per
event trigger. Thus, any event trigger that has two
arguments with the same role is guaranteed to yield
an error (Section 6). Addressing this limitation
would necessitate further research, particularly in
the context of multi-turn question answering, to
enhance the model’s capabilities.

We compare our fine-tuned model and GPT-3
with template-based questions. It can be argued
that there might be better alternative way of prompt-
ing the GPT-3 model.
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A QA Model and Hyperparameters

In this section, we provide an overview of the
model and hyperparameters used for finetuning
question answering models. We leverage the BART
model to generate representations for the question
and document pairs. By feeding the question and
the document as input to the BART model, we
obtained the contextualized representation of the
combined text. Then, we employ a task-specific
layer that operates on top of these representations.
This layer is responsible for predicting the start and
end offsets of the argument spans.

The output layer is trained using the cross-
entropy loss function to minimize the discrepancy
between the predicted offsets and the ground truth
offsets. Initially, we train all the models using the
same random seed, 42. We use five different learn-
ing rates [1e-5, 2e-5, 3e-5, 4e-5, 5e-5] and dropout
values [0.1, 0.2, 0.3] to tune the performance of the
models. In order to determine the optimal hyper-
parameters, we evaluate the models’ performance
on the validation dataset. This allows us to select
the final hyperparameters that yield the best result.
Based on the optimized values for learning rate and
dropout, we retrain the model on four new random
seeds (4, 13, 52, 57) and report the F1-scores based
on the average and standard deviation of the five
runs. We list all the hyperparameters in Table 7.

To mitigate the risk of overfitting and ensure
efficient training, we incorporated the technique of
early stopping. If the loss function fails to show
improvement over 10 consecutive epochs, training
is terminated before completing 50 epochs.

B Datasets Statistics

RAMS and WikiEvents datasets share the common
objective of annotating events and their associated
arguments within a document. RAMS is licensed
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Name Value

learning rates 1e-5, 2e-5, 3e-5, 4e-5, 5e-5
epochs 50
patience 10
dropout 0.1, 0.2, 0.3
training batch 8
validation batch 4
test batch 4
max length 512
loss function cross-entropy
optimizer Adam

Table 7: Hyperparameters to finetune the question an-
swering model.

Dataset Split #Docs #Events #Args

Train 3194 7329 17026
RAMS Dev 399 924 2188

Test 400 871 2023

Train 206 3241 4542
WikiEvents Dev 20 345 428

Test 20 365 566

Table 8: Statistics of the RAMS and WikiEvents dataset.

under Apache License 2.0 and WikiEvents is li-
censed under MIT License. Table 8 presents basic
statistics of the RAMS and WikiEvents datasets.

C Question Generation Prompts

We utilize the GPT-4 model to create event ar-
gument role specific questions in two scenarios:
uncontextualized and contextualized. In the un-
contextualized scenario, we generate one question
for each argument role. For contextualized ques-
tions, we prompt the model using 500 samples
from RAMS and train a T5-base model to generate
questions for the remaining data samples.

Uncontextualized Question Generation Prompts.
We generate uncontextualized questions using the
the GPT-4 model in OpenAI playground.5 Initially,
we prompt the model with only argument role infor-
mation, which we term as zero-shot prompt-based
questions. Figure 6 presents the zero-shot prompt-
based question generation. We start with a task
description, giving the model an overview of the
task at hand. The all the argument roles are in-
cluded; followed by task specific instruction. We

5OpenAI Playground.

Task Description

Role information

Instruction

GPT-4 Generation

You are an expert at generating questions for the event
argument roles. 

I have a list of 65 roles of different events. The roles are given
below:
1. transporter
2. beneficiary
3. observedentity
...
...
64. inspector
65. destroyer

These roles are associated with any given [EVENT]. Generate
one question for each role to extract the event argument from
any given document. Do not generate any yes/no questions.

Put the generated text in a JSON file where the role name is
the key and the generated question is the value.  

{
   "transporter": "Who was transporting goods or people in
   the  [EVENT]?",
   "beneficiary": "Who benefited or profited from the [EVENT]?",
   "observedentity": "Which entity was being observed in the      
   [EVENT]?",
   ...
   ...
   "inspector": "Who performed the inspection in the [EVENT]?",
   "destroyer": "Who or what caused total annihilation in the       
   [EVENT]?"
}

Figure 6: Example of a zero-prompt question genera-
tion. Task Description, Role information, Instruction are
all together considered the prompt (input) and GPT-4
Generation is the model output.

instruct the model to produce only one question
per role and to avoid generating yes/no questions.
Finally, we conclude the instructions by asking the
model to format the generated questions in JSON.

For few-shot prompt-based questions generation,
we add ten samples from zero-shot prompt-based
questions in the prompt. Figure 7 presents the zero-
shot prompt-based question generation.

Contextualized Question Generation Prompt.
We prompt the GPT-4 model to collect around 9000
event-grounded question samples. We begin with a
task description, outlining the information required
for generating event-grounded questions. Next, we
provide the event document from RAMS along
with the task instruction. Specifically, we instruct
the model to produce five distinct questions for a
given event and an argument role. Although the
actual event argument span is highlighted in the
document, our instruction is focused on the event
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Task Description

Role information

Instruction

GPT-4 Generation

You are an expert at generating questions for the event
argument roles. 

I have a list of 65 roles of different events. The roles are given
below:
1. transporter
2. beneficiary
3. observedentity
...
...
64. inspector
65. destroyer

These roles are associated with any given [EVENT]. Generate
one question for each role to extract the event argument from
any given document. Do not generate any yes/no questions.

Examples of 10 such questions are given below:
{
   "damagerdestroyer": "Who or what caused the damage or     
    destruction in the [EVENT]?",
    "communicator": "Who communicated or relayed information 
    during the [EVENT]?",
    ... 
    "destination": "What is the destination or endpoint of the       
     [EVENT]?"
}

Put the generated text in a JSON file where the role name is
the key and the generated question is the value.  

{
   "transporter": "Who transported or moved something in the     
   [EVENT]?",
   "beneficiary": "Who benefited or received something in the     
   [EVENT]?",
  "observedentity": "Which entity was observed or studied         
   during the [EVENT]?",
   ...
   "inspector": "Who acted as an inspector or examiner in the     
   [EVENT]?"
   "destroyer": "Who or what caused destruction in the               
   [EVENT]?",
}

Figure 7: Example of a few-prompt question generation.
We added some role-specific question samples in the
Instruction. Task Description, Role information, Instruc-
tion are all together considered the prompt (input) and
GPT-4 Generation is the model output.

and argument role. The model then generates five
different event-grounded questions as instructed.

D Zero- and Few-Shot Inference Prompts

To conduct our experiments with GPT-3 in zero
and few-shot settings, we utilized the OpenAI API.
Specifically, we use the ‘text-davinci-003’ model
and the ‘Completion’ endpoint provided by the
API. To ensure consistency with the inputs used in
the supervised model, we designed the prompts for
the GPT-3 model in a similar manner. However,

Task Description

Event Document

Instruction

GPT-4 Generation

You are an expert at generating questions. I will provide a news
story, an event, and an event argument. Please use these three
pieces of information to generate questions. 

Story: Transportation officials are urging carpool and
teleworking as options to combat an expected flood of drivers
on the road. A Baltimore prosecutor accused a police detective
of “sabotaging” investigations related to the death of Freddie
Gray, accusing him of fabricating notes to suggest that the
state’s medical examiner believed the manner of death was an
accident rather than a homicide. The heated exchange came in
the chaotic sixth day of the trial of Baltimore Officer Caesar
Goodson Jr., who drove the police van in which Gray suffered a
fatal spine injury in 2015. 

Event trigger: homicide
Event argument role: place
Event argument: Baltimore

Question 1: Where did the homicide case related to the death
of Freddie Gray take place?

Question 2: In which city did a homicide occur that involved a
police officer and the death of Freddie Gray?

Question 3: In which city did the homicide involving Freddie
Gray and Officer Caesar Goodson Jr. take place?

Question 4: Where did the alleged homicide of Freddie Gray
occur that is under investigation?

Question 5: In which city did the homicide related to the death
of Freddie Gray take place?

Generate 5 different event-centric questions related to the
"homicide" event where the argument "place" is the answer to
all generated questions. 
Generate the question text separated by a new line.

Figure 8: Example of a contextualized question genera-
tion using GPT-4. Task Description, Event Document,
Instruction are all together considered the prompt (in-
put) and GPT-4 Generation is the model output.

there were slight differences in how the prompts
were handled between the supervised settings and
the zero and few-shot experiments. In the super-
vised settings, we posed one question per iteration,
whereas, for the GPT-3 zero-shot and few-shot ex-
periments, we included all the questions simulta-
neously. We conducted a small-scale study using a
subset of samples from the RAMS dataset to val-
idate the impact of asking all questions at once
compared to asking one question per iteration. Our
study did not reveal any difference between the
two approaches. Hence, we proceeded with ask-
ing all questions at once for the zero and few-shot
experiments. This streamlined the experimenta-
tion process and also helped to reduce the costs of
querying the API.
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Example of Zero-Shot Inference Prompt. In
the zero-shot setting, our objective is to extract
event arguments without any training examples.
To accomplish this, we construct prompts with
template-based questions. The GPT-3 model gen-
erates answers to these questions, which are then
mapped back to the provided document to extract
matched event argument spans. Figure 9 presents a
snapshot of a zero-shot prompt.

Context: They all fly the Maltese flag. In addition to Russian
accusations, Syrian Information Minister Omran Zoabi also
recently alleged that Turkey downed the Russian bomber over
Syria in November in response to the destruction of hundreds
of truck oil tankers sent to Turkey from Syria by the ISIS. The
information minister alleged that oil smuggled into Turkey
was bought by the Turkish president’s son, who owns an oil
company. Mr al - Zoubi said in an interview, “All of the oil was
delivered to a company that belongs to the son of Recep
[Tayyip] Erdogan. This is why Turkey became anxious when
Russia began delivering airstrikes against the IS infrastructure
and destroyed more than 500 trucks with oil already.

Answer these 5 questions based on the given context. Output
a text span from the context only. If any of the questions is not
answerable from the context information, output "No Answer"
for that question.

Question 1: Who is the passenger of the event smuggled?
Question 2: Where is the origin of the event smuggled?
Question 3: Where is the destination of the event smuggled?
Question 4: Who is the transporter of the event smuggled?
Question 5: What is the vehicle of the event smuggled?

Answer 1: No Answer
Answer 2: Syria
Answer 3: Turkey
Answer 4: ISIS
Answer 5: Oil truck tankers

Test Sample

Asking Questions

Instruction

GPT-3 Generation

Figure 9: Example of a zero-shot GPT-3 prompt. Test
sample, Instruction and Asking Questions are all to-
gether considered the prompt (input) and GPT-3 Gener-
ation is the model output.

Example of Few-Shot Inference Prompt. In the
few-shot setting, we leverage a limited amount of
training data. We randomly select two training
samples from the RAMS dataset. These examples
are formatted to match the inputs used during su-
pervised training. By incorporating two training
samples, we enhance the model’s ability to capture
event arguments and generate accurate responses.
Figure 10 presents a snapshot of a few-shot prompt.

Context: They all fly the Maltese flag. In addition to Russian
accusations, Syrian Information Minister Omran Zoabi also
recently alleged that Turkey downed the Russian bomber over
Syria in November in response to the destruction of hundreds
of truck oil tankers sent to Turkey from Syria by the ISIS. The
information minister alleged that oil smuggled into Turkey
was bought by the Turkish president’s son, who owns an oil
company. Mr al - Zoubi said in an interview, “All of the oil was
delivered to a company that belongs to the son of Recep
[Tayyip] Erdogan. This is why Turkey became anxious when
Russia began delivering airstrikes against the IS infrastructure
and destroyed more than 500 trucks with oil already.

Answer these 5 questions based on the given context. Output
a text span from the context only. If any of the questions is not
answerable from the context information, output "No Answer"
for that question.

Answer 1: No Answer
Answer 2: Syria
Answer 3: Turkey
Answer 4: ISIS
Answer 5: Oil tankers

Test Sample

Asking Questions

Instruction

GPT-3 Generation

Question 1: Who is the passenger of the event smuggled?
Question 2: Where is the origin of the event smuggled?
Question 3: Where is the destination of the event smuggled?
Question 4: Who is the transporter of the event smuggled?
Question 5: What is the vehicle of the event smuggled?

Example 1:
Context: A senior member of Saudi Arabia’s royal family
bought a £452 million yacht before helping push through
drastic austerity measures within the country. Deputy Crown
Prince Mohammed bin Salman picked out a Russian tycoon’s
440 ft ship while holidaying in the south of France, according
to the New York Times. 
Question 1: Who is the giver of the event bought?
Question 2: How much is the money of the event bought?
Question 3: Who is the recipient of the event bought?
Question 4: Who is the beneficiary of the event bought?
Question 5: Where is the place of the event bought?
Answer 1: senior member of Saudi Arabia’s royal family
Answer 2: £ 452 million
Answer 3: No Answer
Answer 4: No Answer
Answer 5: No Answer
Example 2:
Context: A vote for Hillary Clinton is a vote for more meddling,
intervention, and war, with more dead Americans and wasted
dollars, and ultimately even more meddling, intervention, and
war. She cloaks her constant push for war with praise of
"American exceptionalism" and America's role as "the
indispensable nation." In her speech to the American Legion
she cited Ronald Reagan's belief in America as a "shining city
on a hill," even though he urged the U.S. to lead by example,
not by becoming an international dominatrix. In fact, Reagan
was a veritable peacenik in comparison to Clinton, embracing
missile defense out of his horror at the prospect of war. 
Question 1: Who is the communicator of the event urged?
Question 2: Who is the recipient of the event urged?
Question 3: Where is the place of the event urged?
Answer 1: he
Answer 2: U.S.
Answer 3: No Answer

Training Samples

Figure 10: Example of a few-shot GPT-3 prompt. Train-
ing samples, Test sample, Instruction and Asking Ques-
tions are all together considered the prompt (input) and
GPT-3 Generation is the model output.
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