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Abstract

The dynamic nature of knowledge in an ever-
changing world presents challenges for lan-
guage models trained on static data; the model
in the real world often requires not only acquir-
ing new knowledge but also overwriting out-
dated information into updated ones. To study
the ability of language models for these time-
dependent dynamics in human language, we
introduce a novel task, EvolvingQA, a tempo-
rally evolving question-answering benchmark
designed for training and evaluating LMs on
an evolving Wikipedia database. The construc-
tion of EvolvingQA is automated with our
pipeline using large language models. We un-
cover that existing continual learning baselines
suffer from updating and removing outdated
knowledge. Our analysis suggests that models
fail to rectify knowledge due to small weight
gradients. In addition, we elucidate that lan-
guage models particularly struggle to reflect the
change of numerical or temporal information.
Our work aims to model the dynamic nature
of real-world information, suggesting faithful
evaluations of the evolution-adaptability of lan-
guage models. Our data construction code and
dataset files are available at https://github.
com/kimyuji/EvolvingQA_benchmark.

1 Introduction

Large language models (LLMs) (Radford et al.,
2018; Brown et al., 2020; Chowdhery et al., 2022;
Touvron et al., 2023) have demonstrated remark-
able capabilities in encoding vast amounts of
knowledge in massive training data, which can be
applied for downstream tasks such as knowledge-
intensive question-answering and multi-hop rea-
soning. However, knowledge is not static: scientific
discoveries, cultural trends, and linguistic creativ-
ity are constantly updated and edited as the world

*Carpe diem is a Latin phrase that translates to “Live in
the present" in English. It encourages individuals to make the

most of the presentit moment.
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Figure 1: An overview of our evaluation benchmark,
EvolvingQA. Our benchmark employs LLM to gen-
erate question-answer pairs based on the changes in
Wikipedia’s snapshots, effectively capturing the tempo-
ral evolution of the knowledge base.

changes. Current LLMs are trained on static data,
implying that the encoded knowledge could go
wrong as time passes, which affects their reasoning
abilities (Dhingra et al., 2022).

Meanwhile, previous research has shown that
language models pre-trained on reliable knowl-
edge sources such as Wikipedia can substitute
knowledge bases by storing knowledge in their
parameters and be applied to various downstream
tasks (Petroni et al., 2019; Roberts et al., 2020). To
keep these models up to date with evolving world
knowledge, it is desirable to apply continuous pre-
training rather than periodically re-training from
scratch.

Continued learning of existing models over se-
quential time-varying data remains one of the crit-
ical challenges in machine learning and has been
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ATTRIBUTE EvolvingQA CKL Temporal Wiki StreamingQA RealTimeQA
(Ours) (Jang et al., 2021) (Jangetal., 2022) (Liskaetal., 2022) (Kasai et al., 2023)
EDITED KNOWLEDGE v 4 X X X
AUTOMATIC CONSTRUCTION v X v X X
# OF TIMESTAMPS 6 (Unlimited) 2 4 (Unlimited) 4 (Unlimited)
AVAILABLE TASKS QA Slot-filling Slot-filling QA QA

Table 1: Comparison of our benchmark and existing benchmarks for temporal alignment. Detailed descriptions for

each attribute are presented in Appendix B.

widely discussed in previous literature, often re-
ferred to as continual learning (CL) (Thrun, 1995;
Li and Hoiem, 2016a; Lee et al., 2017a; Wang
et al., 2022) or lifelong learning. This learning
paradigm addresses the problem of learning on
multiple tasks/data sequentially, assuming that the
data from the previous session is inaccessible when
starting the next training session. The primary goal
is to preserve previously acquired knowledge while
learning new concepts.

However, in real-world scenarios, consistent ac-
cumulation of world knowledge while forgetting
outdated knowledge is desirable due to changes in
world knowledge. Models are required not only to
learn new information but also to forget or update
outdated information!. For example, the knowledge
from 2017 that “Donald Trump is the president of
the US.” became outdated in 2021, when it was sub-
stituted by the updated knowledge “Joe Biden is
the president of the US.” Several benchmarks have
been introduced to evaluate language models on
temporally changing knowledge (Jang et al., 2021,
2022; Neelam et al., 2022; Liska et al., 2022; Kasai
et al., 2023). However, these fall short in providing
holistic evaluations of knowledge preservation and
modification in the context of real-world applica-
tions. While Jang et al. (2021, 2022) address both
changed and unchanged knowledge, models are
evaluated using template-based knowledge prob-
ing (i.e., LAMA task (Petroni et al., 2019)), which
may not represent applicability in the real world.
Kasai et al. (2023) focus on evaluating new and
updated knowledge, thereby failing to assess catas-
trophic forgetting of previous knowledge after up-
dated knowledge acquisition. We provide a com-
prehensive comparison of benchmarks in Table 1.

Our goal is to create a benchmark for holistic
evaluation of the temporal adaptation capabilities
of language models. We propose EvolvingQA, a
novel benchmark for pre-training and evaluating

'New knowledge refers to added knowledge which was
previously nonexistent, while updated knowledge refers to
added knowledge which invalidates previous knowledge.

LMs over evolving Wikipedia data. We propose
an automated pipeline to construct our benchmark
using LLMs, which allows us to extend our bench-
mark to many time steps and to easily update the
benchmark into the future, as depicted in Figure
1. We use the question-answering (QA) task for
downstream evaluation to measure continual learn-
ing that translates into real-world applicability. We
find that continual pre-training baselines (1) suf-
fer from catastrophic forgetting and (2) fail to for-
get outdated knowledge (3) or incorporate updated
knowledge, highlighting the relevance of our bench-
mark. We provide comprehensive analyses on why
and how such circumstances occur.

Our contributions are as follows:

* We propose a new benchmark to evaluate LMs
on preserving time-invariant knowledge while
integrating changes through continual pre-
training. Our benchmark incorporates open-
domain question-answering, which is an in-
tuitive and practical downstream task. Our
dataset construction pipeline is automated by
using LL.Ms, which can be generated at low
cost.

* Our experimental results on EvolvingQA
show that the baselines struggle to learn
updated knowledge and forget previously
learned outdated knowledge.

* We provide in-depth analyses on why and
how the existing baselines fail to predict up-
dated information. The language models espe-
cially struggle to update numerical or tempo-
ral knowledge, because the models’ gradient
is not significant enough to forget outdated
knowledge when learning updated knowledge.

2 EvolvingQA

In this section, we introduce EvolvingQA, a novel
benchmark for evaluating LM’s ability to forget and
update dynamically evolving knowledge. Evolv-
ingQA is divided into continual pre-training cor-
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( May 2023 Snapshot of “Azerbaijan”

... are secularist. Azerbaijan is a developing country and ranks 88th
lon the Human Development Index. It has a high rate of economic
development ...
.

s ~

4

(A) Extraction of Edited Text and Named Entities

N P I e i % Document of "Azerbaijan" in June 2023: 'Azerbaijanis a ...’
... are secularist. Azerbaijan is a developing cguntry and ranks 9:!.5‘: Entities from "Azerbaijan” in June 2023: [Azerbaijan, 91st]. ;
on the Human Development Index. It has a high rate of economic
development ... A
9 L )) [Message]

[System]
First decide whether these two documents include factual update,
and if there is, create one question and answers for May and June.
The created answers must be selected from the given entity Iists.x

[Message]
Document of "Azerbaijan" in May 2023: 'Azerbaijanis a ...’
Entities from "Azerbaijan" in May 2023: [Azerbaijan, 88th].

Question: What is the ranking of Azerbaijan on the Human
Development Index?
Answer for May: 88th
Answer for June: 91st

@

(B) Question-answer Pairs Generation

(D) Filtering Hallucination

[Message] ¢
Context: ‘Azerbaijanis a ...’
Question: What is the ranking of Azerbaijan on ...? [Message]
Proposed Answer: 91st Are ‘88th’ and ‘91st’ semantically equivalent or meaning the same?
Given the context, is the proposed answer: e Options:
(A) True (A) True
(B) False (B) False
The proposed answer is: 1 Answer: 1
[Message] [Message]
A (A) True g@ (B) False

(C) Filtering No Factual Update

Figure 2: Construction pipeline of EDITED. The final question-answers pair after filtering processes in this Figure is
included in EDITEDOG. The full description of the pipeline is in Section 2.2 and Appendix C.

pora and evaluation dataset. For continual pre-
training corpora, we collect consecutive Wikipedia
snapshots and conduct heuristic filtering. For eval-
uation dataset, we collect a QA dataset through
automatic generation and validation using LLM.
Since both pre-training and evaluation data can
be collected automatically, EvolvingQA could be
extended to future time steps.

2.1 Continual Pre-training Dataset

We collect CHANGED sets, pre-training corpora
consisting of changes between two consecutive
Wikipedia snapshots. We exclude Wikipedia ar-
ticles with minimal updates from CHANGED sets,
focusing more on knowledge that have undergone
sufficient changes. Specifically, we only select
Wikipedia articles that the updated part is more
than the length of 500 characters as our continual
pre-training dataset. We call these resulting subsets
a CHANGED set. For example, the CHANGEDO3
set includes parts of Wikipedia articles of March
2023 that were modified from February 2023. The
number of topics in different corpus from each time
step is shown in Table 4. We process CHANGED to
follow T5 pre-training objective. Particularly, fol-
lowing Roberts et al. (2020), we use salient span
masking which set preparing the input as a text

in which named entities and dates % are masked,
and the output is then set as the corresponding un-
masked entities and dates. A sample of input and
output from CHANGEDO3 is reported in Figure 8.

2.2 EvolvingQA benchmark

We construct a question-answering benchmark to
measure the model’s capability of answering cor-
rectly while learning temporally changing knowl-
edge. To measure how the language models 1) pre-
vent catastrophic forgetting of old knowledge, 2)
acquire new knowledge, and 3) edit their outdated
knowledge into updated knowledge, we construct
UNCHANGED, NEW, and EDITED evaluation sets,
respectively.

We extract parts of Wikipedia articles that are
unmodified, new, and edited, using the difflib
library. We then prompt GPT-3.5% to generate
question-answer pairs using the extracted parts.
GPT-3.5 is conditioned to select answers from the
given named entities, to ensure short-form answers.
Note that the named entities that we provide GPT-
3.5 are the ones that our language model is learned
to reconstruct during pre-training CHANGED sets.
The generated question-answer pairs are provided
to GPT-3.5 as input for further filtering.

“We use en_core_web_trf model to extract named enti-
ties and dates provided from spaCy (https://spacy.io/).
3We use GPT-3.5-turbo-0613 provided by OpenAl API.
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Dataset 03 04 05 06 07 08
UNCHANGED 49,504 49,504 49,504 49,504 49,504 49,504
NEW 20,680 32,954 31,487 32,845 38,584 32,559
EDITED 7,203 2,259 1,880 1,708 1,672 8,462

Table 2: The number of question-answer pairs for evalu-
ation.

UNCHANGED The UNCHANGED evaluation set
aims to measure how well the models maintain
the knowledge obtained initially, even after learn-
ing the series of upcoming knowledge. We gather
Wikipedia articles from the February 2023 snapshot
that have not altered during the next six months. We
then utilize the unaltered parts to prompt GPT-3.5
as context to create question-answer pairs. We con-
dition GPT-3.5 to select the ground truth answer to
be one of the given entities that were masked for
pre-training input. The resulting UNCHANGED set
is used to evaluate models on all time steps.

In order to make language models answer a given
question in a desired format, fine-tuning pre-trained
models on question-answering task is required. We
extract 80K additional question-answer pairs from
unchanged topics to construct a fine-tuning dataset,
and we ensure it is disjoint with UNCHANGED set.
Consequently, continually pre-trained models are
fine-tuned using the 80K unchanged pairs, and then
evaluated with UNCHANGED, NEW, and EDITED
of the corresponding time step. The resulting statis-
tic of our benchmark is reported in Table 2.

NEW The NEW evaluation set shows how well
the language models learn new knowledge that
does not contradict the previously learned knowl-
edge. We use CHANGED set of corresponding time
steps to construct NEW evaluation set. For example,
to evaluate a model continually pre-trained until
May 2023 (i.e., a model continually pre-trained
from initial time step to CHANGEDOS), we use
the NEW 05 set which consists of question-answer
pairs extracted from CHANGEDOS. Similar to UN-
CHANGED, we prompt GPT-3.5 to create question-
answer pairs, while conditioning answers should
be selected from the given entities.

EDITED The EDITED evaluation set measures
how the models forget outdated knowledge and
learn updated knowledge when the previously
learned knowledge gets outdated by the articles
edited. The overview of our EDITED construction
pipeline is depicted in Figure 2. In order to create
question-answer pairs that reflect the edit of knowl-

[System]

You are a helpful assistant and will be provided with two
documents that are parts of Wikipedia articles of the same
topic but written in February 2023 and March 2023. First,
decide whether these two documents include any factual
update. If there is no factual update, simply write "no
factual update" and do not write anything else. If there
is any factual update between the two, then create ONE
short question and TWO answers that the answer for
February and the answer for March are different. The
answer for the created pair MUST be selected from one of
the entities from the given list.

[User]

Document of "Alaska" in February 2023: ’If it was an
independent nation would be the 16th largest country in
the world, larger than Iran.

Entities from "Alaska" in February 2023: [16th, Iran].
Document of "Alaska" in March 2023: °If it was an
independent nation would be the 17th largest country in
the world, larger than Iran.

Entities from "Alaska" in March 2023: [17th, Iran].

[Assistant] Question: What is the ranking of Alaska if it
was an independent nation?

Answerl: 16th

Answer2: 17th

[User]

Document of "Azerbaijan" in February 2023: > Azerbaijan
is a developing country and ranks 88th on the Human
Development Index.’

Entities from "Azerbaijan" in February 2023: [Azerbaijan,
88th].

Document of "Azerbaijan" in March 2023: ’ Azerbaijan
is a developing country and ranks 91st on the Human
Development Index.’

Entities from "Azerbaijan" in March 2023: [Azerbaijan,

91st].

Figure 3: An example of the prompt we use in generat-
ing QA pairs in EDITED set. The blue-colored messages
are one-shot demonstration to make sure GPT-3.5 follow
the instruction more accurately and generate question-
answer instances in a desired format.

edge, we collect the revised parts of Wikipedia
articles, and provide GPT-3.5 the original part (i.e.,
outdated part as of current time step) and the corre-
sponding revised part (i.e., updated part as of cur-
rent time step). The prompt we used to generate the
QA pairs is described in Figure 3. To filter out cases
where the update only includes stylistic change or
grammatical correction, we use system command
to condition GPT-3.5 to determine if the context
from two consecutive time steps does include fac-
tual updates. We also condition the answers should
be one of the provided candidate entities for short
and precise answers. Lastly, we provide GPT-3.5
one-shot example of question-answer generation
for better alignment. The resulting EDITED QA in-
stance generated by GPT-3.5 includes a question,
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an OUTDATED answer, and an UPDATED answer.

After extracting question-answer pairs, we go
through further filtering process to remove the hal-
lucination and bias of GPT-3.5 by asking whether
the answer is correct given the context and ques-
tion, following Kadavath et al. (2022). The details
of prompts and filtering methods used in Evolv-
ingQA construction pipeline are described in the
Appendix C.

3 Experiment

3.1 Training Details

We utilize 737M T5-large (Raffel et al., 2020),
specifically google/t5-large-ssm pre-trained
checkpoint from Roberts et al. (2020). In Evolv-
ingQA continual learning framework, we begin
with an initial checkpoint (INITIAL), which is fur-
ther pre-trained on the entire Wikipedia snapshot
of February 2023. We then continual pre-train se-
quentially on CHANGED sets, using the learning
rate of le-3 and gradient accumulation by 3 with a
batch size of 5. To evaluate model’s knowledge on
each time step, we fine-tune continually pre-trained
models on the QA train set composed of unchanged
knowledge. We use 1e-5 for the learning rate with
a batch size of 32 and train for a single epoch to
avoid memorization. Then, we evaluate it on UN-
CHANGED, NEW, and EDITED evaluation sets of
each corresponding time step. During inference,
greedy decoding is used, and we pre-process the
decoded output and ground truth answer by chang-
ing it into lowercase and removing punctuation.
This process is applied identically across all time
steps.

3.2 Baselines

INITIAL INITIAL is a starting checkpoint, be-
fore any continual pre-training on the following
CHANGED sets. We pre-train T5-large using the
entire Wikipedia snapshot of February 2023. The
checkpoint of INITIAL serves as the initial check-
point of all the other CL methods.

FULL We start from INITIAL and continue pre-
training on CHANGED sets sequentially. The full
model is updated without freezing any parameter.
This approach is similar to domain-adaptive pre-
training proposed from Gururangan et al. (2020).

K-Adapter K-Adapter (Wang et al., 2020) is
an architecture-based continual learning method,
which trains additional adapters to the LM while

freezing the original parameters. We use k=2 where
the adapters are inserted after the second and the
last layers. We only freeze the encoder part of
encoder-decoder network and update decoder and
adapters following Jang et al. (2021).

LoRA We implement parameter-efficient train-
ing method, LoRA (Hu et al., 2021), which trains
rank decomposition matrices of each layer while
freezing the original parameter. We use r=4 and
adapt W, and W, in self-attention layer. We only
freeze the encoder part of encoder-decoder network
and update decoder and LoRA module.

DPR We compare baselines with the retrieval-
based method proposed by Karpukhin et al. (2020),
which encodes passages into dense representations
and retrieves context representations closest to
the question representations. Namely, the most
relevant context for each question is determined
by calculating the dot product of the question
embedding with all the context embeddings
from the knowledge base. The retrieved contexts
are used as context in open-book question
answering. We fine-tune the pre-trained T5-large
using QA pairs of unchanged knowledge (i.e.,
UNCHANGED pairs for fine-tuning) providing
the context, to create the reader model. We use
facebook/dpr-ctx_encoder-single-ng-base
and facebook/dpr-question_encoder-single
-ng-base models to create context and question
embeddings, respectively.

3.3 Results

Table 3 reports the result of baselines through
sequentially learning Wikipedia articles from
CHANGEDO3 to CHANGEDOS starting from INI-
TIAL. We measure Exact Match (EM) and F1 score,
and F1 score is calculated by counting the com-
mon tokens between predicted answer and ground
truth answer. We additionally provide visualiza-
tion of the result of F1 scores in Figure 4. The
result shows that all the CL baselines struggle
with catastrophic forgetting, while FULL forgets
the unchanged knowledge the most. FULL also
struggle from acquiring NEW knowledge compared
to other methods, and we conjecture that if the
knowledge from different time steps is not learned
with isolated parameters, it can result in blurring
knowledge from different time steps. Meanwhile,
K-Adapter and LoRA exhibit comparably high sta-
bility and plasticity, since they freeze the encoder
and train with additional parameters.
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EM F1
Method Dataset
03 04 05 06 07 08 03 04 05 06 07 08
UNCHANGED | 5.17 517 517 5.17 517 517 | 1037 1037 10.37 10.37 10.37 10.37
INITIAL NEW 482 497 441 518 523 403 | 864 882 790 877 9.02 8.05
OUTDATED | | 230 2.19 268 221 280 265 | 730 7.5 788 699 771 7.58
UPDATED 1 2.41 227 259 257 234 233 | 735 6091 748 728 6.71 7.28
UNCHANGED | 3.78 3.62 337 333 328 3.11 8.41 820 795 786 179 17.66
FULL NEW 523 464 427 478 468 343 | 945 8.69 822 856 844 7.53
OUTDATED | | 243 215 282 196 270 210 | 722 7.06 809 6.62 737 7.03
UPDATED T 223 249 233 247 219 205 | 773 778 804 759 736 7.59
UNCHANGED | 4.64 455 444 440 443 445 | 947 944 940 937 935 940
K-Adapter NEW 552 542 483 529 542 425 | 983 9.64 880 9.4l 9.59 8.83
(Wang et al., 2020) OUTDATED | | 244 268 264 242 280 258 | 762 778 798 7.78 7.72 17.80
UPDATED 1 243 279 295 297 260 270 | 8.02 832 884 836 7.72 8.3l
UNCHANGED | 4.65 443 441 439 435 437 | 945 925 946 927 933 933
LoRA NEW 557 532 493 531 546 413 | 975 951 9.06 934 971 8.56
(Hu et al., 2021) OUTDATED | | 2.64 253 3.04 277 265 255 | 780 742 840 796 7.88 7.87
UPDATED 1 264 287 295 282 270 254 | 831 8.16 8.31 8.40  8.11 8.42
UNCHANGED | 40.58 40.07 41.62 40.12 3998 40.00 | 43.32 4252 4295 4244 4128 4252
DPR NEW 18.54 24.67 22.00 2133 22.67 2333|2291 2942 2571 25.18 28.08 27.38
(Karpukhin et al., 2020) OUTDATED | | 4.23  4.01 367 400 533 428 | 10.84 10.73 10.73 1055 12.56 10.16
UPDATED T | 23.87 2933 19.33 16.67 19.67 2133 | 29.74 3598 2140 20.60 25.02 2593

Table 3: The results of question answering task according to baseline methods. Exact match (EM) and F1 score are
measured. Note that in ideal setting, the performance of OUTDATED should be as close to zero as possible if the
model successfully forgets outdated knowledge. The result is from a single run.

— Initial O Full O K-Adapter O LoRA
11.0 10.0 8.5 — 9.0
10.0 ) ) B ) ; I M [l 8.0 (K =
£ o Q0 A ;L E 204 _
32 9.0 7.5 i T H
2 8.0 L -4 AT -1 i T L |
8.0 ( ( 7.0 704 {
70 ! ! ! ! ! ! 70 T T T T T T 65 T T T r\ T T T T T T \-- T
03 04 05 06 07 08 03 04 05 06 07 08 03 04 05 06 07 08 03 04 05 06 07 08
(a) UNCHANGED (b) NEW (c) OUTDATED | (d) UPDATED 1

Figure 4: The bar plot that shows the trend of F1 scores through continual learning of CHANGED sets. Note that a
single UNCHANGED set is used to evaluate on all time steps.

In contrast, the overall performance in OUT-
DATED and UPDATED presents that all baselines
suffer from forgetting outdated knowledge and ac-
quire updated knowledge. Ideally, the performance
for OUTDATED should be close to zero when the
model perfectly updated their knowledge. However,
most of the baselines result in similar OUTDATED
performance with UPDATED performance.

We also conduct additional experiment on shift-
ing QA task into multiple choice answering, where
OUTDATED and UPDATED answer are two answer
candidates. As shown in Table 5 in Appendix D,
the result also indicates that with more than 50% of
selecting OUTDATED answer, the models remain
outdated.

Meanwhile, DPR shows significant and mean-
ingful result, where performance of OUTDATED

is much lower than UPDATED, thus demonstrating
our benchmark’s accuracy and faithfulness.

3.4 Analysis on EDITED Knowledge

In this section, we delve into a thorough analysis
of the reasons and mechanisms behind the failure
of language models to update their information
through the continual pre-training process.

3.4.1 Gradients of EDITED Knowledge

We conduct an analysis to observe the differing
trends in gradient updates when the model pro-
cesses new or edited information during contin-
ual pre-training. Figure 5 illustrates the Frobenius
norm of the model’s weight gradients when ex-
posed to newly introduced or updated knowledge,
specifically using inputs from the CHANGEDO3 set.
This is calculated based on the INITIAL checkpoint,
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Figure 5: The scatter plot of samples in CHANGEDO3
according to the number of masked entities and gradient
norm. Each dot indicates a sample from either NEwW
knowledge or EDITED knowledge in CHANGED. The
z-axis shows the number of masked entities in a sample.
The y-axis shows the Frobenius norm of weight gradi-
ents of each sample.

encompassing gradients across all parameters. Sim-
ilar trends are observable in other time steps as de-
picted in Appendix F. Notably, when the model is
fed with updated knowledge (red color), the norms
of the weight gradients are considerably smaller
and closer to zero, in contrast to when it processes
new knowledge (green color). This suggests that
the model’s gradient updates are less significant
to forget the outdated information when trained
with updated information. We hypothesize that this
is because the updated information closely resem-
bles the form of the previously learned information,
rendering it more recognizable to the model.

3.4.2 Quantitative Analysis of EDITED
knowledge

To investigate the types of knowledge that LMs
struggle to update, we categorize QA instances
into eight distinct types. Figure 6 presents the EM
scores for each category, using the FULL method,
evaluated on NEW and EDITED sets.

As illustrated in Figure 6 (a), the distribution of
EM scores across different categories in the NEW
set remains consistent across all time steps. No-
tably, models that have undergone continual pre-
training show enhanced performance in the Cul-
ture/Group, Locational, and Art/Media categories.
However, as depicted in Figure 6 (b), the models
exhibit challenges in accurately predicting knowl-
edge within the numerical and temporal categories
for the EDITED set, with EM nearing zero across
all time steps. This suggests a notable deficiency in
the models’ ability to effectively update numerical
or temporal information. The descriptions of each
category are explained in Appendix G.

4 Discussion

4.1 Knowledge Change in Wikipedia

Wikipedia, a widely-used online encyclopedia, ex-
emplifies collective intelligence with its open edit-
ing system. Its monthly snapshots enable tracking
of article changes, forming the basis of our dataset.
These changes are categorized into three types: (1)
updates with recent news or facts, (2) additions or
corrections of existing information, and (3) gram-
matical corrections.

Updates with Recent News involve adding cur-
rent events or new discoveries, reflecting the evolv-
ing nature of world knowledge. It is the most cru-
cial part that our benchmark aims to encompass.
Note that such update does not always reflect real-
time news immediately.

Additions or Corrections of Existing Informa-
tion are frequent, involving updates to historical
events or figures. While not always reflecting cur-
rent events, it is important to consider these modi-
fication. For the cases where models have learned
erroneous or private data, ensuring models to re-
main accurate and respectful of privacy concerns
is significant and challenging. Continuous informa-
tion revision is key to the development and ethical
integrity of language models.

Grammatical Corrections are minimized in our
EvolvingQA dataset using heuristic algorithms and
LLM validation. However, a few instances of gram-
matical or spelling updates remain in our dataset.
Advanced models like GPT-4 could further reduce
such cases.

4.2 When does INITIAL accurately answer
NEW and UPDATED questions?

Although INITIAL was trained on Wikipedia’s
February 2023 data, it can answer questions about
newer or revised information. This may be due to
several reasons. First, some questions contain the
answers within them, allowing correct responses
without updated knowledge. For example, as shown
in a sample from NEWO04 in Figure 7, the answer is
already in the question. Second, predictions can be
made based on previous knowledge. For instance,
in a sample from NEWO03, certain answers might
be inferred from keywords like "France" and "pres-
ident". Lastly, the TS pre-training, which includes
various sources beyond Wikipedia, might have pro-
vided the model with relevant background knowl-

5407



| 03 | 04 @ 05

Organizational

Numerical Locational

Culture/Group

Art/Media

(a) NEW

| 06

Numerical

o 07 @ 08

Organizational

Locational

Culture/Group

Art/Media

(b) EDITED

Figure 6: The analysis of EM score according to QA category. The result of each time step is shown in different

colors.
NEWO03
Who has proposed to scrap the television licence fee in France
Question |and fund it directly from the French Treasury if re-elected as

president in 2022?
Answer Emmanuel Macron

Prediction | Emmanuel Macron

NEWO04

What is the name of the railway station in Niimi where three JR
West lines meet?

Question

Answer Niimi station

Prediction | Niimi station

Figure 7: Samples that INITIAL answers correctly from
questions in NEW.

edge. The effectiveness of INITIAL in handling
these questions also relates to the question diffi-
culty level, our benchmark includes questions that
are too easy to answer. This limitation can be im-
proved with more advanced models like GPT-4 or
by adjusting the question difficulty settings.

4.3 Can Retrieval Replace Continual
Learning?

Section 3.3 reveals that DPR outperforms CL base-
lines in performance. However, this doesn’t nec-
essarily undermine the value of continual learning
on language model. In EvolvingQA, it is easy for
retrieval methods to search for relevant context be-
cause the questions often repeat words from their
context, leading to a high overlap. For instance, the
question "How many states have accepted the Af-
fordable Care Act Medicaid extension?" directly
mirrors its context’s phrasing, when the context
is "...39 states have accepted the Affordable Care
Act Medicaid extension...". Additionally, since the
questions merely seek specific facts, the model sim-
ply reads and identifies the apparent answer in the

context (i.e., executing one-hop prediction).

Continual learning remains crucial for language
models, especially for real-world applications re-
quiring complex reasoning and deep subject under-
standing. Language models need to integrate and
apply their intrinsic knowledge to complex tasks,
a capability beyond the scope of retrieval methods.
Future research can focus on creating CL bench-
marks that evaluate language models’ ability to
logically process and update knowledge.

4.4 Is Closed-Book QA the Best Way to Assess
the Knowledge of Model?

In our research, we utilize the closed-book QA
(CBQA) task to assess the knowledge of models.
This method, however, requires careful consider-
ation to determine its effectiveness in assessing
a model’s knowledge. For instance, there’s a dis-
tinction between what a language model knows
and how it responds, implying that CBQA results
may not fully capture a model’s inherent knowl-
edge (Lewis et al., 2020; Jiang et al., 2020). Lastly,
the current evaluation metrics, EM and F1, relies
on lexical matching, and has limitations in verify-
ing the accuracy of the model’s predictions (Jiang
et al., 2020; Risch et al., 2021; Bulian et al., 2022;
Kamalloo et al., 2023). While our work is in early
stages of research on continual learning for lan-
guage models, we anticipate that considering such
factors will enable the creation of benchmarks that
are closer to optimal in the future. This direction is
left as a promising avenue for future research.
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5 Related Works

Temporal Continual Learning Benchmarks in
NLP Zhang and Choi (2021) and Kasai et al.
(2023) introduced QA datasets for temporal or ge-
ographical adaptation, but require manual anno-
tation and disregard continual learning scenario.
Jang et al. (2022) constructed benchmark to reflect
Wikipedia’s dynamically changing knowledge in an
automated manner, but they did not include an eval-
uation setting to measure updating outdated knowl-
edge. Jang et al. (2021) and Liska et al. (2022)
proposed CL benchmarks relying on expert annota-
tion and filtering, resulting in few timestamps and
remaining static from the time it was created.

Continual Learning and Model Editing There
is an increasing interest in continual learning for
language models, particularly focusing on domain-
incremental and task-incremental learning (Chen
et al., 2020; Qin et al., 2022; Dhingra et al., 2022;
Razdaibiedina et al., 2023; Chen et al., 2023; Cole
etal., 2023). However, the area of temporally evolv-
ing CL and the term of forgetting outdated knowl-
edge remains relatively under-explored. In the con-
text of model editing (De Cao et al., 2021; Mitchell
et al., 2021; Meng et al., 2022a,b; Huang et al.,
2023), which is primarily aimed at updating and
rectifying errors in language models, existing re-
search often overlooks scenarios involving sequen-
tial updates. Moreover, the focus predominantly
remains on updating extant knowledge, with less
attention given to the acquisition of entirely new
information. More detailed related works are avail-
able in Appendix H.

6 Conclusion

Our research shed light on the importance for LMs
capability of dynamically accumulating and revis-
ing information to reflect the continual evolution
of world knowledge, which were under-explored in
previous studies. Our proposed EvolvingQA bench-
mark includes evaluation for the adaptability of
LLMs to such continual changes, revealing signif-
icant deficiencies in current models’ abilities to
forget and update outdated knowledge, especially
in numerical and temporal data. Our findings show
that this is due to the ineffectiveness of gradient
update in managing updated knowledge. We hope
that our work acts as a cornerstone for future re-
search aiming to bridge the existing gaps in LLMs’
temporal adaptation capabilities.

Limitation Our study’s limitations include the
EvolvingQA dataset’s lack of real-time updates. As
Wikipedia updates monthly, there’s a gap between
current events and their reflection in the dataset.
Additionally, using a single LL.M for dataset con-
struction and filtering processes introduce noise.
LLMs can hallucinate and generate inaccurate data,
and validation using the same LL.M may not be pos-
sible to completely eliminate such risks. Though
usage of advanced models such as GPT-4 and differ-
ent validation model may mitigate this, it remains
a concern. Furthermore, the overall performance
is low, since closed-book QA itself is a very chal-
lenging task, and this can be alleviated by training
models with larger capacities (Roberts et al., 2020).
Finally, our framework do not allow control over
question difficulty, affecting the evaluation results
depending on the complexity of the questions. This
might be addressed with refined prompting or addi-
tional pre-processing.

Ethics Statement In the development and eval-
uation of our benchmark, we adhered to rigorous
ethical standards concerning the use of data and
the potential impacts of our research. Our approach
to continual pre-training and knowledge updating
was designed to avoid the perpetuation of tempo-
ral biases, inaccuracies, or outdated information.
We acknowledge that our benchmark and language
models trained on it can be susceptible to reflect-
ing societal biases present in training data. We will
make every effort and take all possible measures
to minimize and avoid such risks to the best of our
ability.
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A Dataset Details

We collect Wikipedia snapshot from February 2023
to August 2023. For snapshot from February 2023,
we use entire articles to pre-train INITIAL. We ex-
tract changes from two consecutive snapshots, and
filter out articles that do not include much edited
parts. The number of articles from each process is
reported in Table 4.

To create CHANGED sets from these resulting
articles, we use salient span masking, and a sample
from CHANGEDO3 set is shown in Figure 8. In the
input, named entities and dates are masked, and the
output contains the masked entities.

B Comparison of EvolvingQA with Other
Benchmarks

Table 1 reports the comparison between Evolv-
ingQA and the existing benchmarks for tempo-
ral alignment. EDITED KNOWLEDGE denotes eval-
uation on updated and outdated knowledge, and
AUTOMATIC CONSTRUCTION denotes benchmark
construction can be automated without human an-
notation. # OF TIME STEPS shows available time
steps of the benchmark, while (Unlimited) denotes
whether the construction framework can be ap-
plied dynamically to future time steps. AVAILABLE
TASKS shows benchmark’s downstream task. Our
benchmark have significant advantages including
evaluation of edited knowledge, ability to be con-
structed automatically with unlimited number of
time steps, and question answering as practical
downstream task.

C EDITED Construction Details

In this section, we provide details on construc-
tion of EvolvingQA, especially about construct-
ing EDITED set. Note that constructing EDITED
requires a lot of filtering and refinement process,
since Wikipedia update includes grammar and error
correction, so the update may not include factual
update. Therefore, we go through multiple process
of filtering and extensive prompt engineering to
obtain QA pairs that actually reflect factual update.
The prompt used to generate EDITED is de-
scribed in Figure 3. Note that [System]*, [Assis-
tant], and [User] indicate "role" when providing
messages to GPT-3.5 through API. Below are the
examples of prompts we use in every step of con-
struction pipeline when validating EDITED set.

*The system message is used to control the behavior of the
Al model, such as by providing specific instructions.

5412


http://arxiv.org/abs/2109.06157
http://arxiv.org/abs/2109.06157

Time step

(Month, 2023) 03 04 05 06 07 08
Entire snapshot 16,887,309 16,918,791 16,966,779 16,997,214 17,108,808 17,233,540
CHANGED w/o filtering | 337,868 353,934 357,598 362, 606 347,970 361, 699
CHANGED 61,176 65,780 64,140 66,938 63,946 68,075

Table 4: The number of articles in CHANGED sets.

Changed03

Input

2023 Memphis Tigers football team. The <extra_id_0> <extra_id_1> football team represented <extra_id_2> in the <extra_id_3> <extra_id_4> football
season. The <extra_id_5> played their home games at <extra_id_6> in <extra_id_7>, <extra_id_8>, and competed in <extra_id_9> (The <extra_id_10>).
They were led by <extra_id_11> head coach <extra_id_12>.<extra_id_13>.The <extra_id_14> finished <extra_id_15> <extra_id_16>, <extra_id_17> in
<extra_id_18> play to finish in last <extra_id_19> place in the conference. The <extra_id_20> beat <extra_id_21> <extra_id_22>-10 in <extra_id_23>.
Schedule.<extra_id_24> and <extra_id_25> (<extra_id_26>) announced the <extra_id_27> football schedule on <extra_id_28>.

Answer

<extra_id_0> 2023 <extra_id_1> Memphis Tigers <extra_id_2> the University of Memphis <extra_id_3> 2023 <extra_id_4> NCAA Division | FBS
<extra_id_5> Tigers <extra_id_6> Liberty Bowl Memorial Stadium <extra_id_7> Memphis <extra_id_8> Tennessee <extra_id_9> the American Athletic
Conference <extra_id_10> American <extra_id_11> fourth-year <extra_id_12> Ryan Silverfield <extra_id_13> Previous season <extra_id_14> Tigers
<extra_id_15> the 2022 season <extra_id_16> 7-6 <extra_id_17> 3-5 <extra_id_18> Sun Belt <extra_id_19> eight <extra_id_20> Tigers <extra_id_21>
Utah State <extra_id_22> 38 <extra_id_23> the First Responder Bowl <extra_id_24> Memphis <extra_id_25> the American Athletic Conference
<extra_id_26> AAC <extra_id_27> 2023 <extra_id_28> February 21, 2023 <extra_id_29>

Figure 8: A sample of input and output from CHANGEDO3.

C.1 Filtering No Factual Update

The extracted QA instances still includes a number
of instances that the outdated answer and the up-
dated answer are written different, but actually the
same. To filer out these cases, we prompt as below:

Are ’28’ and *Twenty-Eight’ semantically equivalent
or meaning the same?

Options:

(A) True

(B) False

Answer:

For above example, GPT-3.5 reponses as (A)
True, then we filter out this instance from
the dataset. There may be potential noise in
our filtering process when using multiple-choice
prompts (Zheng et al., 2023b). We incorporate var-
ied seeds and altering the order of options.

C.2 Filtering Hallucination

For some instances, GPT-3.5 make up question
even though there are no sufficient information in
the context that supports the question and answer.
In this regard, to filter out hallucinated instances,
we use prompt following Kadavath et al. (2022):

"Context of ’Commuter rail’: Indonesia, the Metro
Surabaya Commuter Line, Prambanan Express, KRL
Commuterline Yogyakarta, Kedung Sepur, the Greater
Bandung Commuter

Question: Which commuter rail system was removed
from the list in April 2023?

Proposed Answer: the Greater Bandung Commuter
Given the context, is the proposed answer:

(A) True

(B) False

The proposed answer is:"

For the above case, GPT-3.5 responded (B) False,
then we excluded this instance from the dataset.

D Evaluation on EDITED Knowledge in
Multiple Choice Setting

Method Knowledge 03 04 05 06 07 08
Iniia,  OUTDATED 5333 5304 5237 531 5449 5352
UPDATED  46.67 4696 47.63 469 4551 4648

puy  OUTDATED 5221 5194 5161 5078 5341 524
UPDATED 47.79 48.06 4839 4922 46.59 47.6

K-Adapt OUTDATED 52.08 SI1.11 49.73 S51.13 54.08 51.69
AT UpDATED  47.92 48.89 5027 48.87 4592 4831
Loga  OUTDATED 5207 50.59 50.94 5113 5387 524

UPDATED 4793 4941 49.06 4887 46.13 476

Table 5: The results of multiple choice setting on
EDITED knowledge according to baseline methods.

Following previous studies (Brown et al., 2020;
Sanh et al., 2021), we evaluate the baselines on
EDITED knowledge using multiple choice setting
(i.e., rank classification), which is selecting the la-
bel option (i.e., either outdated or updated) with
higher log-likelihood. Namely, the model computes
the log probability of both updated and outdated
ground-truth answer and uses the higher one as the
predicted answer. The log proability is calculated
by summing the negative log softmax logits of the
model on the tokens in ground-truth answer. The
result reported in Table 5 shows that all the base-
lines fail to capture updated knowledge, and tend
to be skewed more to outdated knowledge.

E Prompting Time Information

We add time information in the question, to see
how e language model answers updated knowledge
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Figure 9: Comparison between with and without adding
time information into questions. The darker color in-
dicates the result of adding time information. The EM
score is averaged for all time steps.

correctly after conditioning on time information.
Specifically, when we test our models trained on
CHANGEDOS, we then prepend "As of May 2023,"
to all the questions in UNCHANGEDOS, NEWOS5,
and EDITEDOS. The result in Figure 9 shows that
inserting time information deteriorates the perfor-
mance significantly. This is in line with Kasai et al.
(2023) that in closed-book QA task, their date in-
sertion method does not improve the performance.
When we analyze the model’s prediction when time
information is given, the models tend to hallucinate
more on temporal questions. Namely, when the
models are asked to answer temporal questions ask-
ing dates, the models tend to reply with the date
given as time information.

F Additional Results on Gradient
Analysis of EDITED

Figure shows additional result of gradient norm
analysis on CHANGEDO4. As in Section 3.4.1,
the result shows that gradient norm when learn-
ing edited knowledge is generally smaller than
new knowledge. Note that we use instances from
CHANGEDO04 set using checkpoint from FULL after
pre-trained on CHANGEDO3 and calculate gradi-
ents of the entire parameters.

10000 NeW

Edited

o
=)
3
S

%, .
6000 . U oo o
4000

2000

Gradient Norm

0 20 80 100 120 140

40 60
The number of entities

(a) CHANGEDO04

Figure 10: The scatter plot of samples from
CHANGEDO04 according to the number of masked en-
tities and gradient norm. Each dot indicates a sample
from either NEW knowledge or EDITED knowledge in
CHANGED. The z-axis shows the Frobenius norm of
weight gradients of each sample. The y-axis shows the
number of masked entities in a sample.

G Details about Categorization of QA
samples

For categorization, we employ a Named Entity
Recognition (NER) model to classify the categories
of answers in our benchmark. The ‘Numerical’
category encompasses answers identified as car-
dinal or ordinal numbers, quantities, and percent-
ages. The ‘Temporal’ category includes dates and
times, while ‘Locational’ encompasses geopolitical
or geographical locations and facilities. ‘Organi-
zational’ refers to entities like organizations, and
‘Culture/Group’ includes languages, laws, national-
ities, and religious or political groups. ‘Art/Media’
covers events, works of art, and products. Finally,
‘Etcs’ comprises answers that do not fit into the
other categories.

H Additional Related Works

Continual Learning Continual learning
(CL) is often categorized in three directions:
Regularization-based approaches (Li and Hoiem,
2016b; Lee et al., 2017b; Yoon et al., 2023) aim
to regularize the changes of model parameters to
avoid forgetting previous knowledge during contin-
ual learning; Architecture-based approaches (Rusu
et al., 2016; Mallya et al., 2018; Hung et al., 2019;
Kang et al., 2022) utilize different parameters or
modules for each task to prevent forgetting; and
Replay-based approaches (Rebuffi et al., 2017,
Shin et al., 2017; Rolnick et al., 2019) store a
subset of training samples or other useful data in a
replay buffer and learn new tasks by referring to
the buffer.

Along with the remarkable advances in vision-
based continual learning, the importance of con-
tinual learning for language models has been rec-
ognized in recent days (Chen et al., 2020; Qin
et al., 2022; Dhingra et al., 2022; Razdaibied-
ina et al., 2023; Chen et al., 2023; Cole et al.,
2023). However, most of these works focus on
domain-incremental CL, which continually learn
different domain corpora such as bio-medical pa-
pers to physics papers (Jin et al., 2021; Qin et al.,
2022), or task-incremental CL (Chen et al., 2020;
Razdaibiedina et al., 2023). However, research on
temporal evolving continual learning is yet under-
explored.

Model Editing Model editing is proposed to
keep language models up-to-date and fix any er-
rors in their existing knowledge. There are four
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main approaches for model editing. Memory-based
approaches (Mitchell et al., 2022; Zhong et al.,
2023; Zheng et al., 2023a) retrieve the most rele-
vant edit facts from external memory. Parameter-
expansion approaches (Huang et al., 2023) train
additional parameters with modified knowledge.
Locate-then-edit approaches (Meng et al., 2022a,b)
identify the specific parts of the model that need
changes and updates them directly. Meta-learning
based approaches (De Cao et al., 2021; Mitchell
et al., 2021) employ a hyper-network trained to
predict the necessary gradient update for editing.
However, model editing studies overlook multiple
updates scenario (i.e., more than 2 update steps),
or focus only on knowledge update, disregarding
knowledge addition. Moreover, they update knowl-
edge in fine-tuning stage, but continual learning
learns and update knowledge during continual pre-
training, which enables large amount of knowledge
update and close to real-world scenario.
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