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Abstract

Development of multimodal interactive
systems is hindered by the lack of rich,
multimodal (text, images) conversational
data, which is needed in large quanti-
ties for LLMs. Previous approaches aug-
ment textual dialogues with retrieved im-
ages, posing privacy, diversity, and qual-
ity constraints. In this work, we intro-
duce Multimodal Augmented Generative
Images Dialogues (MAGID), a framework
to augment text-only dialogues with di-
verse and high-quality images 1. Subse-
quently, a diffusion model is applied to
craft corresponding images, ensuring align-
ment with the identified text. Finally,
MAGID incorporates an innovative feed-
back loop between an image description
generation module (textual LLM) and im-
age quality modules (addressing aesthet-
ics, image-text matching, and safety), that
work in tandem to generate high-quality
and multi-modal dialogues. We compare
MAGID to other SOTA baselines on three
dialogue datasets, using automated and
human evaluation. Our results show that
MAGID is comparable to or better than
baselines, with significant improvements in
human evaluation, especially against re-
trieval baselines where the image database
is small.

1 Introduction

In recent years, advancements in large lan-
guage models (LLMs) have expanded possibil-
ities and research directions in AI, with stud-
ies highlighting their extensive capabilities in
handling dialogue datasets (Liu et al., 2023c;
Penedo et al., 2023). Specifically, there is a

1https://e77p.short.gy/MAGID
†Lead author. Work done as an intern at AWS AI

Labs.
‡Corresponding author; Work done while at AWS

AI Labs.

growing interest in their application to multi-
modal dialogue datasets, given that sharing
images is an integral aspect of human-human
conversations (Alayrac et al., 2022; OpenAI,
2023; Liu et al., 2023a).

Several multi-modal dialogue datasets like
MMDialog (Feng et al., 2022), DialogCC (Lee
et al., 2022), and PhotoChat (Zang et al.,
2021) have been introduced for training multi-
modal LLMs. These datasets either use a
retrieval-based approach, pulling images from
set image banks, such as MS-COCO (Lin
et al., 2014), or restrict the dialogue to only
one image per conversation, even if they in-
volve real human-human chats. Moreover,
when leveraging real-world datasets from plat-
forms like social media, issues related to pri-
vacy concerns and image quality become sig-
nificant challenges for training.

As a result, these methods limit the diver-
sity of images since the small image database
cannot adequately capture the wide range of
real human-human conversations (Lee et al.,
2021, 2022). Additionally, they face challenges
stemming from low-quality images contain-
ing harmful and private content (Feng et al.,
2022) and shortage of accessible data (Lee
et al., 2022), particularly when utilizing real
human-human conversations from social me-
dia sources.

To address these challenges, we propose
MAGID, a generative-based multi-modal di-
alogue creation framework. As illustrated in
Figure 1, MAGID aims at converting exist-
ing text-only data into context-enriched multi-
modal data by addressing the two research
challenges: (i) how to find the most suitable
utterances that can be enhanced by adding
images and (ii) how to generate realistic and
diverse images that do not have harmful and
private contents.
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You left your Halloween 
costume at my place

Hey, did I leave anything 
at your house?

I was worried it was lost 
forever.

LLM-based Scanner Diffusion-based Image 
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pink men’s bunny outfit.
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costume at my place
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at your house?

I was worried it was lost 
forever.

Figure 1: Overview of the MAGID framework. MAGID consists of three components: (1) LLM-based
scanner to identify suitable utterances to augment with images, (2) diffusion-based image generator to
create realistic images, and (3) quality assurance module to enhance the image quality, aesthetic and
safety scores. The text-only dialogue is automatically converted to multi-modal dialogue using MAGID.

In the former case, we introduce an LLM-
based scanner designed to pinpoint utterances
requiring images and subsequently generate
corresponding image descriptions, leveraging
chain-of-thought prompting. In the latter
case, we employ a diffusion-based image gen-
erator, adept at crafting images with notable
diversity, drawing upon the generated image
descriptions as its input. Additionally, a qual-
ity assurance module is incorporated into our
framework to ensure both the congruence and
the quality of the produced images, thereby
preserving coherence and fidelity within the
multi-modal dialogue. Should the generated
image not satisfy the criteria of this module,
MAGID initiates a feedback loop, revisiting
the processes of prompt and image generation.

Distinct from numerous previous endeavors
that have depended on image-retrieval tech-
niques for curating multi-modal datasets (Lee
et al., 2021, 2022)—a method that might re-
sult in restricted image diversity and poten-
tial mismatch with the dialogue existing utter-
ances—we employ the generative model Stable
Diffusion XL (Podell et al., 2023). By training
on billions of images (Schuhmann et al., 2022),
this approach guarantees an output that is
both rich and varied. Such outputs align well
with the conversational context provided by
the LLM feedback, thereby elevating the qual-
ity and diversity of our multi-modal dataset.

Our framework aligns with prior studies
using text-only datasets (Lee et al., 2021,
2022), but it addresses the limitations asso-
ciated with their retrieval-based strategies by
employing a generative-based data creation
method. Unlike Liu et al. (2023a); Lee et al.
(2021), we do not restrict the inclusion of
only one image per dialogue. Consequently,

MAGID generates synthetic yet more realistic
multi-modal dialogue datasets thus mitigating
data accessibility issues and facilitating the de-
velopment of advanced multi-modal models.

To summarize, our main contributions are:

• We present MAGID, a generative-based
multi-modal dialogue data creation frame-
work that addresses the limitation of
retrieval-based approaches.

• We conduct experiments using various
prompt engineering strategies to optimize
interactions between the LLM-based scan-
ner and the diffusion-based image genera-
tor.

• We propose a novel quality assurance de-
sign to control the performance of genera-
tive models effectively.

• We provide a medium-sized dataset as a
proof of concept to showcase the effective-
ness of MAGID pipeline (section 5).

• We conduct extensive human evaluations on
the dataset and test multiple LLM models
to ensure robustness and reliability.

2 Related Works

2.1 Generative Models

Recent advances in Generative AI has started
new trends in expanding capabilities of exist-
ing deep learning models. In NLP, works like
(Radford et al., 2019; Ouyang et al., 2022)
have shown importance of training data to
build better LLM models. In this regard,
recent LLM models like Falcon-40b-Instruct
(Penedo et al., 2023), Koala 13b (Geng et al.,
2023), LLaMA 13b (Touvron et al., 2023),
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Zero shot prompt

You are an AI assistant that helps augment textual dialogues with engaging images. As input, you will receive a conversation between
people which is represented as a sequence of utterances. As output, you will generate a description of images that can support the
utterances in the conversation.
The format of the input is ’Utterance i: ...’ where ’i’ denotes the order of the Utterance in the conversation. Given this query, you
output in the format of
<result>Utterance i: image description</result> <reason>explanation of choice </reason>
where ’i’ is the Utterance in the conversation and ’image description’ is the short text description of an image that can be followed
by that Utterance that can make the conversation more engaging. You should only identify the most appropriate utterances in the
conversation.
The text inside <reason>explanation of choice</reason> is the explanation of why you picked the utterance with the image de-
scription.

Figure 2: The zero-shot prompt of the scanner module (Section 3.1) which selects turns in the dialogue
to augment with images and generates descriptions of those images. Additional few-shot and chain-of-
thought prompts are provided in the supplementary materials (section A).

OpenLLaMA (Touvron et al., 2023), and Vi-
cuna 13b (Chiang et al., 2023) use better cu-
rated training datasets to achieve higher per-
formances. In this regard, paper like Chris-
tiano et al. (2017) has shown the dramatic im-
pact of using higher quality data (from hu-
man feedback) in faster training. Yet, using
human feedback and crowd-sourcing is not al-
ways cheap. To address this, emerging works
like (Veselovsky et al., 2023; Kamalloo et al.,
2023) suggests that LLM has the capabilities
of performing the task of human generated
dataset. In addition, diffusion models in com-
puter vision have shown promising results in
generating images indistinguishable from real
ones (Podell et al., 2023; Ho et al., 2020). Fi-
nally, recent works focus on building multi-
modal LLM models including GPT-4 (Ope-
nAI, 2023), LLaVA (Liu et al., 2023b), Any-
MAL(Moon et al., 2023) which supports any
modality. Specifically, LLaVA accepts multi-
modal input, combining image and text em-
beddings to generate text-only output.

2.2 Multi-modal Dataset Creation

There are also works which focus on gener-
ating multi-modality datasets. In particular,
MMDD (Lee et al., 2021) and DialogCC (Lee
et al., 2022) use image-retrieval approaches
to augment text-only datasets to multi-modal
datasets. PhotoChat (Zang et al., 2021) hires
workers to discuss a particular image to build
the dataset. MMDialog (Feng et al., 2022)
collect multi-modal conversations from inter-
net to build the dataset which can poten-
tially pose privacy concern to use as train-
ing set. There are also works (Wang et al.,
2023; Corona et al., 2021, 2020; Ciliberto et al.,
2021; Abdrakhmanova et al., 2021) which fo-
cuses modality beyond text and image includ-

ing video and voice. For example, Corona
et al. (2021) provide a dataset that contains
videos for activity detection. IntenVid (Wang
et al., 2023) is another example that contains
video in addition to text.

3 MAGID Pipeline

In transitioning from text-only to multi-modal
dialogue, there exist two core challenges. The
first is the identification of the most suitable
utterances within the dialogue that can be en-
hanced by images. The second is the creation
of corresponding, accurate images that align
with the selected utterances. In this regard,
we need to ensure a harmonious and coherent
match between the image and the text, achiev-
ing acceptable image-text alignment.
We have addressed these challenges through

the implementation of the following three
key modules in Figure 1, namely LLM-based
scanner, diffusion-based image generator, and
quality assurance module, which are detailed
in the subsequent sections.

3.1 MAGID Scanner

The primary objective of this module is to
identify suitable utterances that can be visu-
ally represented by an image. Achieving best
performance requires precise control over the
behavior of the LLM model. We use prompt
engineering and special formatting to control
the output of LLM.
We experimented with three prompt en-

gineering strategies to fine-tune the system
prompts of the LLM:

• Zero-shot prompting: The LLM is pro-
vided with only the format of the input and
the expected output, along with a general
problem description. Figure 2 shows an ex-
ample of the zero-shot prompt.

5152



What did you cook this Diwali? Share those recipes at 
the link below and stand a chance to win a gift card 

worth INR 500 from us! Submit your entries here: 

Done team. Wish to win

Hey!! Please give it a look once

<reason> 

Utterance 0 is asking for recipes and offering a gift card as a prize. An image of 
the gift card can be used to attract more participants. 

Utterance 1 does not require an image as it is a response to the previous 
utterance. 

Utterance 2 is asking someone to look at something, so an image of what they 
want the other person to look at would be appropriate. 

</reason>

<result>

Utterance: 0: An image of a gift card worth INR 500 

Utterance: 2: An image of the thing the speaker wants the other person to look at

</result>

Scanner (GPT-4 Answer):

Utterance: 0

Utterance: 2

Utterance: 1

Figure 3: MAGID’s chain of thought prompting facilitates debugging and identification of corner cases,
utilizing the SDXL 1.0 diffusion model and GPT-4 (OpenAI, 2023). The depicted conversation is sourced
from a real human-human interaction in the MMDialog dataset (Feng et al., 2022).

• Few-shot example prompting: Be-
sides the information provided in zero-
shot prompting, LLM is also supplied with
several input–output exemplars to demon-
strate the anticipated response from the
LLM model (Brown et al., 2020). We have
included this type of prompt in supplemen-
tary materials (section A).

• Chain of Thought prompting: As per
(Wei et al., 2022), this prompting strat-
egy involves imparting a series of intermedi-
ate reasoning steps for each example, facil-
itating the LLM model’s capacity for more
advanced reasoning. Please refer to sup-
plementary materials for example of this
prompt (section A).

In section 4.3.1, we evaluated these prompt-
ing strategies. Based on the findings, we se-
lected Chain of Thought prompting as the op-
timal choice for our MAGID framework.

3.2 Controlling LLM Output Format

We introduce a method that seeks to stream-
line the structuring of LLMs outputs by
employing HTML-like tags, aiming to facil-
itate easier parsing and to shed light on
the decision-making process. The utiliza-
tion of < result > and < reason > tags is in-
tended to envelope answers and rationales re-
spectively, potentially making post-processing
more straightforward and offering a degree
of transparency into the model’s reasoning,
which may be beneficial for debugging pur-
poses.

Figure 3 demonstrates the impact of using
the proposed HTML formatting inside chain
of thought prompt, revealing how meticulous
analysis of responses identifies corner cases
and ensures contextual congruency in pro-
duced images. Whereas the first image aligns
with preceding text, the second lacks context.
The < reason > tag discloses that phrases like
”give it a look” influenced image generation.
To enhance contextual relevance and model
reliability, the system prompt has been re-
fined to instruct the LLM to only generate im-
ages when paired with a detailed description,
thereby avoiding contextual discrepancies.

3.3 MAGID Image Generator

As illustrated in Figure 1, the LLM model’s
image prompts are used by the diffusion model
to generate corresponding images. In this re-
gard, given the success of diffusion models in
superior image generation (Rombach et al.,
2022; Ho et al., 2020), were chosen over GANs
(Goodfellow et al., 2014). Models tested in-
cluded SDXl 1.0, SDXL 0.9, and Stable Diffu-
sion versions from Stability AI (Podell et al.,
2023), with a detailed comparison in supple-
mentary materials (section C).

Ultimately, SDXl 1.0 was chosen for its
state-of-the-art capabilities, bolstering the
quality and reliability of the generated images
of the MAGID dataset. Nevertheless, future
model developments can be incorporated to re-
fine our MAGID dataset generation.
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Philadelphia roll is a solid choice! I'm a sucker 
for anything with spicy tuna and avocad

Dragon rolls are really good too. 
Yes and spicy tuna!

I'm considering ordering some sushi takeout 
How does this look to you?  Whoops

I had a thing that was sushi inside 
of an avocado. It was amazing.

Philadelphia roll is a solid choice! I'm a sucker 
for anything with spicy tuna and avocad

Dragon rolls are really good too. 
Yes and spicy tuna!

I'm considering ordering some sushi takeout 
How does this look to you?  Whoops

I had a thing that was sushi inside 
of an avocado. It was amazing.

Oh wow

Oh wow

i am about to take my dog frisket 
out for a walk . 

that sounds fun i enjoy walks ! 

me too my favorite walks are in the 
park enjoying nature . 

i just opened my own custom cake shop .

oh cool ! mine are walking down the 
street to my bestfriends house .

that sounds so awesome ! i 
just bought a honda civic .

i love the honda civic but i like the cr v 
more . that trunk space .

ll . i like those old dependable cars ! 

i am about to take my dog frisket 
out for a walk . 

that sounds fun i enjoy walks ! 

me too my favorite walks are in the 
park enjoying nature . 

i just opened my own custom cake shop .

oh cool ! mine are walking down the 
street to my bestfriends house .

that sounds so awesome ! i 
just bought a honda civic .

i love the honda civic but i like the cr v 
more . that trunk space .

ll . i like those old dependable cars ! 

(a) MAGID (left) vs. MMDD (right). (b) MAGID (left) vs. PhotoChat (right).

Figure 4: Qualitative comparison of MAGID with an image retrieval-based synthetic MMDD and a real
human image-based PhotoChat datasets.

3.4 MAGID Quality Assurance

The Quality Assurance (QA) module is essen-
tial for improving the MAGID pipeline’s effi-
ciency. It assures the generated images satisfy
user-set standards in three domains: Image-
Text Matching, Image Quality, and Im-
age Safety.
1- Image-text Matching: We use the

CLIP score (Radford et al., 2021) to validate
the match between the image and the LLM
model’s utterance. A low CLIP score triggers
image regeneration, with the count determined
as a hyperparameter. In this work, we set the
regeneration count to two.
2- Image Quality: Images are rated based

on an aesthetic score from (Schuhmann et al.,
2022; Schuhmann, 2023), which uses CLIP
embedding followed by an MLP. This model
identifies artifacts in the diffusion model out-
puts. A threshold of 0.51 efficiently detects
most artifacts, prompting image regeneration
for scores below this.
3- Image Safety: Image safety, particu-

larly against NSFW content, is crucial. While
many models assess this, few unsafe images
were found in our dataset, indicating our pro-
cess’s reliability.
This robust QA ensures that MAGID can

output relevant, high-quality, and safe images.

3.4.1 Feedback Loop

Should the diffusion model produce an image
that does not meet the quality assurance mod-
ule’s stipulations, the issues might stem from
the LLM model’s prompt. Faulty prompts can
yield low image-text matches or unsafe im-
ages. To mitigate this, our design, showcased
in Figure 1, includes a feedback loop, instruct-
ing the LLM model to generate a better image

description given regenerated images with pre-
vious image description continuously fall short
of quality assurance standards.

Figure 4 displays a comparison of MAGID
samples with two other datasets, MMDD (Lee
et al., 2021) and PhotoChat (Zang et al.,
2021). A qualitative analysis shows MAGID
yields quality comparable to real datasets,
such as PhotoChat, and surpasses synthetic
datasets like MMDD in generating high-
quality multi-modal dataset. More examples
are included in supplementary (section H).

4 Evaluation

We scrutinize the efficacy and applicabil-
ity of the multi-modal dataset generated by
MAGID. Here are three pivotal questions we
addressed in evaluation:

1. How does MAGID quantitatively compare
against real multi-modal datasets? ▷ Sec-
tion 4.1

2. Can MAGID create a multi-modal dataset
with human-eye perceptible quality like a
real one? ▷ Section 4.2

3. What is the impact of scanner prompt tun-
ing and the quality assurance module on
MAGID? ▷ Section 4.3

The first and third question delves into a
quantitative analysis, probing the accuracy
and quality of the data generated by MAGID.
Moreover, the second question is crucial, as
a failure of MAGID to meet human evalua-
tion standards would result in a low-quality
training dataset that is unable to get positive
human-centric assessments.

In addition, in supplementary (section E),
we have studied training multimodal model
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Table 1: Scanner module performance as measured by turn selection for image augmentation (accuracy,
precision, recall, F1) and the resulting images from the generated descriptions (CLIP, MM-relevance,
aesthetic) on the MMDialog dataset as ground-truth. The quality assurance module is enabled. We
compare various LLMs powering the scanner module using chain of thought prompting.

Model Accuracy Precision Recall F1 score CLIP score MM-Relevance Aesthetic #images

GPT 4 67.24% 70.49% 46.87% 0.56 0.27 294.52 0.57 1359
GPT 3.5 63.54% 69.43% 33.97% 0.46 0.26 293.51 0.58 1001
Falcon-40b-Ins. 58.93% 61.26% 24.13% 0.35 0.25 254.50 0.58 794
Koala 13b 56.28% 62.33% 6.91% 0.12 0.25 243.31 0.57 223
Llama 13b 57.10% 60.00% 13.64% 0.22 0.25 247.99 0.57 460
OpenLLaMA 57.94% 64.36% 12.69% 0.21 0.25 250.96 0.58 390
Vicuna 13b 58.77% 66.60% 14.38% 0.24 0.26 255.18 0.57 506
MMDialogue2 N/A N/A N/A N/A 0.262 N/A 0.47 2717

with MAGID and compared it with using real
images for training.

4.1 Quantitative Evaluation

Setup. Addressing the first question, a
multi-dimensional evaluation assessed the im-
age quality and accuracy of MAGID in se-
lecting right utterances. To fairly compare
MAGID’s general-use applicability, we only
utilized prompt engineering to guide the LLM
model to select the right utterances. In this
regard, as a ground truth, we selected human-
human interaction datasets MMDialog and
PhotoChat, and removed images from their
test sets and employed MAGID to transform
the text-only data into a multi-modal dataset.

For the LLM-based model, we adopted a
range of models, including GPT-4 (OpenAI,
2023), GPT-3.5 (OpenAI, 2023), Falcon-40b-
Instruct (Penedo et al., 2023), Koala 13b
(Geng et al., 2023), LLaMA 13b (Touvron
et al., 2023), OpenLLaMA (Touvron et al.,
2023), and Vicuna 13b (Chiang et al., 2023).
For image generation, SDXL 1.0 was consis-
tently utilized across all models. We present
the results of the MMDialog dataset here, and
the PhotoChat results are included in supple-
mentary (section B). In these experiments, we
have set the threshold for the CLIP model
at 0.21 and the aesthetic score threshold of
0.51. We used grid search to find these hyper-
parameters. More details on computational
cost is provided in supplementary (section F).

Result. Table 1 presents the performance
of various LLM models on the MMDialog
dataset. The table quantifies MAGID’s re-
sponse generation using different LLM models
in comparison to the MMDialog dataset. The
first column lists the LLM models used, while

the subsequent four columns measure accu-
racy, precision, recall, and F1 score in choosing
the correct utterance to be augmented with
an image. The CLIP score gauges image-text
matching, and the MM-Relevance, as intro-
duced in (Feng et al., 2022), denotes the sim-
ilarity between responses. In our context, it
determines the resemblance of the produced
image to the MMDialog’s original image. The
next column, the aesthetic score, indicates the
image quality as discussed in (Schuhmann,
2023). Last row presents the ground truth
dataset, highlighting the CLIP score, image
count, and aesthetic quality of its images.

From the table, it is evident that GPT-4
and GPT-3.5 outperforms other models across
all metrics. Notably, the CLIP and aesthetic
scores of MAGID using GPT-4 and GPT-3.5
surpass even the ground truth values. In
the next section, we also examine image-text
matching and image quality in our human
evaluation for MAGI against other datasets to
test if it is aligned with our quantitative find-
ings.

4.2 Human Evaluation

Setup. We conducted a human evaluation
using a website with questionnaire. Partici-
pants viewed two dialogues: one with an im-
age from MAGID and another from datasets
MMDD (Lee et al., 2021), PhotoChat (Zang
et al., 2021), or MMDialog (Feng et al., 2022).
MAGID used GPT-4 as its Language Model
and SDXL 1.0 for image generation. From the
mentioned datasets, we selected 20 dialogues
each, totaling 60 dialogues, and replaced their
images with MAGID’s. During evaluation,
participants compared MAGID’s multi-modal
dialogues with the originals, without informa-
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Table 2: Human Evaluation results of MAGID created datasets versus a retrieval-based synthetic dataset,
MMDD, and two real datasets, MMDialouge and PhotoChat, where the mean shows the percentage of
time the dialogues in one dataset were preferred among participants. (Q1: more realistic dialogue? Q2:
images in which dialogue provide more knowledge?, Q3: better text-image matched?, Q4: better context-
image matched?, Q5: more engaging?, Q6: higher image quality?)

(a) MAGID vs. MMDD (b) MAGID vs. MMDialogue (c) MAGID vs. PhotoChat

#
Mean

MAGID
Mean
MMDD

Gwet’s
AC1

Mean
MAGID

Mean
MMDial.

Gwet’s
AC1

Mean
MAGID

Mean
Photo.

Gwet’s
AC1

Q1 96.29% 3.71% 0.74 48.17% 51.83% 0.63 58.11% 41.89% 0.47
Q2 96.29% 3.71% 0.89 49.33% 50.67% 0.65 68.24% 31.76% 0.71
Q3 89.11% 10.89% 0.75 52.72% 47.28% 0.54 64.90% 35.10% 0.53
Q4 91.11% 8.89% 0.83 46.31% 53.69% 0.65 61.98% 38.02% 0.54
Q5 95.57% 4.43% 0.89 51.94% 48.06% 0.63 64.02% 35.98% 0.61
Q6 80.92% 19.08% 0.65 63.90% 36.10% 0.55 69.99% 30.01% 0.64

Table 3: Utterance selection accuracy using three
different prompts on MMDialogue (ground-truth),
where ZS, FS, and CoT stand for zero-shot, few-
shot, and chain of thought respectively.

Prompt Accuracy Precision Recall
F1

score

ZS 65.53% 73.12% 36.16% 0.48
FS 63.89% 69.67% 34.45% 0.46
CoT 68.51% 73.37% 47.32% 0.57

tion about the dialogue origins.
For each dialogue pair (one from MAGID

and one from the benchmark datasets), par-
ticipants responded to the following prompts:

Q1: Which dialogue appears more realistic?

Q2: Which dialogue’s images convey greater
knowledge?

Q3: In which dialogue is there better match
between images and the immediately pre-
ceding text?

Q4: In which dialogue do the images more
closely match with the overall conversa-
tion context?

Q5: Which dialogue is more engaging?

Q6: Which dialogue features higher quality
images?

Respondents selected from binary choices (Di-
alogue A or Dialogue B) for each prompt.
For this evaluation, 15 human annotators

provided their answers. Schema of the website
interface are available in the Supplementary
materials (section D).

Result. Table 2 displays MAGID’s results
against MMDD, MMDialog, and PhotoChat
datasets. The ‘Mean MAGID’ column shows
the percentage of annotators favoring MAGID,
while ‘Mean Other’ indicates those preferring

the alternative dataset. Gwet’s AC1 measure,
found in the last column, was used to as-
sess inter-annotator reliability. It offers stabil-
ity over Cohen’s Kappa (Wongpakaran et al.,
2013) and is more resilient to outliers (For
more explanation, please refer to Supplemen-
tary Materials section G.).

From Table 2(a), it’s evident that anno-
tators favored MAGID over the synthetically
generated MMDD dataset across all question
categories. Moreover, the high Gwet’s AC1
value indicates a strong consensus among an-
notators in choosing MAGID over MMDD. In
contrast, when examining Table 2(b), annota-
tors exhibited a slight preference for the au-
thentic MMDialog dataset in terms of realism.
Notably, the Gwet’s AC1 value is considerably
lower here than in the MMDD results, suggest-
ing a reduced consensus among annotators.
Nevertheless, MAGID outperformed MMDi-
alog in terms of image quality and image-
text matching. Such findings affirm our
quantitative evaluations and showcase
the potential of generative AI in produc-
ing superior data sources for training.
As for the PhotoChat dataset (Table 2(c)),
while it is constructed from authentic human
interactions, human participants were told to
mock real conversation. Interestingly, our an-
notators slightly leaned towards MAGID over
PhotoChat. This outcome suggests MAGID’s
promising capability to serve as an alterna-
tive to Mechanical Turk in the development
of multi-modal datasets.

4.3 Ablation Study of MAGID

We conducted ablation studies on (1) using
different prompts for utterance identification
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Table 4: Ablation results of the MAGID framework with and without the quality assurance (QA) module.
Results on turn selection and image quality performance across four LLMs on MMDialog (ground-truth)
are shown. The first four rows are the results with the QA module, while the last four are the results
without. The system prompt is chain of thought.

Model Accuracy Precision Recall F1 score CLIP score MM-Relevance Aesthetic #images

GPT 4 67.24% 70.49% 46.87% 0.56 0.27 294.52 0.57 1359
GPT 3.5 63.54% 69.43% 33.97% 0.46 0.26 293.51 0.58 1001
Falcon-40b-Ins. 58.93% 61.26% 24.13% 0.35 0.25 254.50 0.58 794
OpenLLaMA 57.94% 64.36% 12.69% 0.21 0.25 250.96 0.58 390

GPT 4 67.86% 69.70% 50.64% 0.59 0.27 282.25 0.55 1485
GPT 3.5 68.51% 73.37% 47.32% 0.57 0.26 278.16 0.55 1109
Falcon-40b-Ins. 56.77% 53.58% 28.80% 0.37 0.23 224.59 0.55 1075
OpenLLaMA 58.92% 62.50% 21.51% 0.32 0.21 213.56 0.56 696

and (2) investigating the impact of our quality
assurance (QA) module.

4.3.1 Prompts for Scanner

Table 3 displays the outcomes of three prompt
strategies, namely Zero-shot (ZS) prompt-
ing, Few-shot prompting (FS), and Chain of
Thought (CoT) prompting, as applied to the
GPT-3.5 model for MAGID. These results are
reported for the MMDialog dataset, with qual-
ity assurance deactivated, to solely measure
the accuracy of the LLM model. Notably, the
Chain of Thought strategy outperforms the
other two across all evaluated metrics.

4.3.2 Impact of QA Module

Table 4 showcases the performance of four
LLM models in MAGID, contrasting when the
QA module is either enabled or disabled. A
perusal of Table 4 reveals a decline in the aes-
thetic score, MM-Relevance, and CLIP score
across all models upon the deactivation of QA.
Moreover, a noticeable decrement in the pre-
cision of most models is observable, validating
that the QA module bolsters MAGID by en-
hancing precision in pinpointing the optimal
utterance for image generation. In contrast,
disabling QA leads to an elevation in recall,
attributable to MAGID selecting a more ex-
tensive array of utterances for image genera-
tion, thereby reducing the ratio of false neg-
atives. Future research could explore the de-
velopment of a refined QA module capable of
elevating the recall rate for the entire pipeline.

5 MAGID Dataset

As a proof of concept, and consistent with
studies like (Lee et al., 2021), we employed
text-only datasets such as DailyDialog (Li
et al., 2017), Persona-Chat (Zhang et al.,
2018), and PhotoChat (Zang et al., 2021) (by

Table 5: Statistics of the MAGID dataset.

Category Train Test

Total dialogues 53071 5208
Avg length of dialogues 8.53 11.37
Avg length of sentences 10.75 9.99
Total images 75654 8938

replacing its images with MAGID) to generate
a multi-modal dataset 3 of 58,279 dialogues.
Based on the results of our experiments, we
used GPT-3.5 to transform 52,527 input dia-
logues and GPT-4 to augment the rest. Table
5 shows the statistics of the generated dataset
with MAGID.

6 Conclusion

We presented a generative, fully automated
pipeline, MADIG, designed to transform text-
only datasets into multi-modal variants, har-
nessing the power of LLMs through prompt
engineering. This solution addresses limita-
tions faced by preceding methods, notably
in terms of data privacy, accessibility, con-
strained image distribution, and occurrences
of unsuitable or non-consensual content. Cru-
cially, our pipeline permits the substitution of
real, potentially privacy-compromising images
with synthetic counterparts. We thoroughly
evaluated MAGID using human assessment,
quantitative analyses with various LLMs, and
an in-depth ablation study. The promising
results highlight generative AI’s capability to
stand as an alternative to traditional data gen-
eration methods, like mechanical turk.

Looking ahead, our dataset paves the way
for developing large multi-modal language
models that can engage with users via both
text and visuals.

3The link to dataset:
https://e77p.short.gy/MAGID
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Limitations

This paper predominantly concentrates on
augmenting the privacy, diversity, and quality
of multi-modal dataset generation by employ-
ing LLM and diffusion models. Although uti-
lizing generative diffusion models can mitigate
issues related to privacy breaches—given these
models are also trained on extensive volumes
of web images—they are susceptible to copy-
right infringement (Aboutalebi et al., 2023).
Addressing this issue exceeds the scope of this
paper and presents a compelling avenue for fu-
ture work.

Moreover, the current work exclusively em-
phasizes image and text modalities. Ex-
tending considerations to additional modal-
ities—such as video sharing, voice sharing,
and more—is recommended for subsequent re-
search endeavors. In addition, fine-tunning of
large language model to generate image is left
to future works.

Improving generated image consistency in
the dialogue is another important aspect that
can further improve the quality of the gen-
erated multi-modal dataset by MAGID. Em-
ploying more recent diffusion models such as
DALL-E 3 (Betker et al., 2023) can address
this problem as they can make more consis-
tent image generation. In this regard, in the
section J of Supplementary materials, we have
included further examples that shows the lim-
itations of the proposed MAGID pipeline.

In conclusion, the enhancement of our qual-
ity assurance module is pivotal for developing
more realistic multi-modal datasets from text-
only inputs. In this regard, works like (Tian
et al., 2023) already showed that using syn-
thesized images is effective. This work prior-
itizes aspects like aesthetic score, clip score,
and safety. Future research can explore addi-
tional elements to further refine and add re-
alism to the transformation into multi-modal
outputs.

Broader Impact

This research introduces a novel approach
aimed at enhancing privacy during the train-
ing phase of multi-modal language models
through the strategic use of Generative AI.
By employing this methodology, our frame-
work effectively filters out images that could

potentially contain sensitive or personal infor-
mation, thereby ensuring a more ethical and
responsible model training process. Central
to our approach is the application of gener-
ative models for image synthesis and the in-
tegration of a Large Language Model (LLM)
module designed to uphold the highest stan-
dards of impartiality and ethical compliance.
This involves a stringent adherence to guide-
lines that prevent the generation of harmful or
biased data.

Our initiative is grounded in the belief that
by leveraging a synthetic data framework, we
can significantly alleviate concerns related to
privacy violations often associated with the
training of large-scale language models. This
strategy not only contributes to the creation
of safer AI systems but also paves the way for
the development of AI technologies that are
fundamentally more responsible to the ethical
implications of their deployment.
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Supplementary

A COT & FS Prompts

In the paper, we referenced the Few Shot
and Chain of Thought prompts, which can
be found in Figures 5 and 6, respectively.
When generating multi-modal versions from
each text-only input dataset, it became evi-
dent that distinct prompting is necessary for
the chain of thoughts due to variations in the
format of the input text.

B PhotoChat results

As mentioned in section 4.1, here we have in-
cluded the results of different LLM on Pho-
toChat dataset. Table 6 shows the results.
Overall, GPT 3.5 shows better performance
compared with other LLM models. As it can
be seen, the precision is significantly lower
compared with the results reported on MMDi-
alogue dataset (Table 1) and that is because
this dataset is limited to only one image per
dialogue while our pipeline does not have such
restriction.
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Table 6: Different LLM model testing on PhotoChat (ground-truth). Quality Assurance module is
enabled. The system prompt is chain of thoughts.

Model Accuracy Precision Recall F1 score CLIP score MM-Relevance #images Aesthetic

GPT 3.5 86.11% 28.62% 25.91% 0.27 0.25 313.64 87 0.57
Falcon-40b-Ins. 88.10% 28.04% 11.83% 0.17 0.24 303.68 403 0.58
Koala 13b 89.61% 30.43% 2.94% 0.05 0.24 283.44 92 0.61
Llama 13b 87.32% 20.79% 9.54% 0.13 0.23 244.36 433 0.59
OpenLLaMA 88.75% 27.31% 8.03% 0.12 0.23 270.36 696 0.59
Vicuna 13b 88.40% 25.48% 8.35% 0.13 0.24 244.97 602 0.55
PhotoChat N/A N/A N/A N/A 0.213 N/A 961 0.49

Few-shot example prompt

- query: >
Utterance: 0: So yeah, it was a mostly dismal year. But what's the best news you've
read/saw/heard in 2016? (Anything from the personal to world affairs.)
Utterance: 1: grew 14 pumpkins on the formidable strength of my chickens We are
all proud! Here's one
Utterance: 2: Very impressive!

answer: >
<result> Utterance: 1: 14 pumpkins</result>

- query: >
Utterance: 0: Working from home with a tie today! Plenty of Zoom in my life today!
Utterance: 1: I keep a polo handy that I throw on and off for zoom calls.
Way to be extra fancy

answer: >
<result>Utterance: 0: Working from home with a tie</result>

Figure 5: The few-shot example prompt not only provides the format for both input and expected output
along with a problem description but also includes multiple exemplars to elucidate the desired response
from the LLM. Here only exemplars are included.

Chain of Thoughts prompt

- query: >
Utterance: 0: So yeah, it was a mostly dismal year. But what's the best news you've
read/saw/heard in 2016? (Anything from the personal to world affairs.)
Utterance: 1: grew 14 pumpkins on the formidable strength of my chickens We are
all proud! Here's one
Utterance: 2: Very impressive!

answer: >
<reason> Utterance 0 is just a descrption of last year without any information that

can be translated with image. We add photographic style as it is a personal sharing.
Utterance 1 on the other hand is talking about growing 14 pumpkins. This can be
represented with image.</reason>
<result> Utterance: 1: 14 pumpkins</result>

- query: >
Utterance: 0: My attire for the SA Hip Hop Awards
Utterance: 1: Are you a supporter of Kaizer Chiefs?...lol. Gorgeous!!

answer: >
<reason>In Utterance 0 contains the sentence "My outfit for
the SA hip hop awards" which shows
the person is willing to share her outfit</reason>
<result>Utterance: 0: My outfit for the SA hip hop awards </result>

Figure 6: The chain of thoughts prompt, building upon the system prompt provided in the few-shot
example prompt, also incorporates the detailed reasoning on utterance selection.
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C Image Generator Ablation Study

Table 7 shows the performance of different
diffusion models (Podell et al., 2023; Rom-
bach et al., 2022). The results are taken from
MMDialog dataset and the quality assurance
module is disabled to report the results with-
out filtering unwanted ones. It is clear that
SDXL 1.0 and SDXL 0.9 has very similar per-
formance and higher aethetic score compared
with Stable Diffusion 2.0. All models have
similar CLIP score which is predictable as they
are given the same prompt for image genera-
tion.

D Human evaluation

To collect answers from annotators, we created
a website with a schema shown in Figure 7.
For each question, annotators were given two
screenshots of the same dialogue, one gener-
ated by MAGID and the other from a source
dataset (PhotoChat, MMDialog, or MMDD).
At the start of the annotation session, annota-
tors were instructed to ignore the conversation
text and focus only on the images and image-
text matching. Fifteen annotators completed
the task, each making 20 comparisons.

E Downstream Training

Here, we study how much MAGID can impact
training a multi-modal model when changing
the original image with synthetic one gener-
ated by MAGID. In addition, we also com-
pare it with benchmark cases when no image is
present in the training and with MMDD (Lee
et al., 2021) approach to include image in the
dialogue. In this regard, we used the same ar-
chitecture suggested in (Lee, 2023) which is vi-
sionTextDualEncoder from Huggingface (Wolf
et al., 2019) which projects the encoding of im-
age with the the embedding of text to a shared
common space. For encoding of image we used
ViT (Dosovitskiy et al., 2020), and for pro-
cessing the text we used pretrained DialoGPT

Table 7: Testing different Stable diffusion models
with MAGID pipeline

Model
Aesthetic
Score

CLIP
Score

SDXL 1.0 0.56 0.26
SDXL 0.9 0.57 0.26
Stable Diffusion 2.0 0.53 0.26

(Zhang et al., 2019). While the input is multi-
modal, the output is text only. In this task,
we omit the last text utterance and the model
should predict it given the prior image and
text.
We fine-tuned the model on MMDialog

dataset and the results are reported in Table 8.
For this experiment, we used the learning rate
of 0.00005 with Adam Optimizer. In Table 8,
we show the results on the test set when train-
ing set images is coming from MMDialogue,
MAGID, MMDD and the case where the im-
ages are omitted. For MMDD, we used the
same code they used to inject image into text-
only dialogue to make the comparison possi-
ble. For this expeiment, the training set con-
sists of 5156 dialogues and the test set consists
of 633 dialogues sampled from MMDialogue
dataset.

Table 8: Downstream training. The model used is
DialoGPT + ViT. BLUE score is in percentage.

Dataset PPL
BLEU-

1
distinct-

1
distinct-

2

MMDialogue 73.09 8.3 0.94 0.96
MAGID 70.99 7.9 0.94 0.97
MMDD 78.86 7.5 0.93 0.96
No image 78.88 7.9 0.92 0.95

As it can be seen, when we use the source
image as training set (MMDialog), we achieve
highest BLEU score (Papineni et al., 2002).
The perplexity of the model using MAGID is
lowest which shows the model is more confi-
dent in making the prediction. In addition,
the distinct score (Liu et al., 2022) which
shows the diversity of response is highest with
MAGID which can be attributed to higher
image-text match provided with MAGID im-
ages. It is important to note that since MM-
Dialog dataset is a real dataset, the quality
of images shared does not necessarily matches
the text and this can make the model less con-
fident and results in higher perplexity. On the
other hand, the images generated by MAGID
is more controlled.
For this experiment we used 4 NVIDIA RTX

GPU each with 24 GiB memory and the train-
ing took for a full day.

F Experiment Computational Cost

For running MAGID pipeline, it can be run
with one GPU with NVIDIA RTX with 24 GiB
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memory.

G Discussion on Inter-rater
Reliability Measure Choice

In Section 4.2, we employed Gwet’s AC1 for
evaluating the consistency among reviewers,
opting not to use Cohen’s Kappa due to
its susceptibility to outliers and potential for
showing inconsistent results despite high aver-
age scores across all participants. As detailed
in the study by Wongpakaran et al. (2013),
Gwet’s AC1 is recognized for its greater con-
sistency in inter-rater reliability assessments
when compared to Cohen’s Kappa, alongside
its enhanced resilience to outliers, providing a
more reliable measure for our analysis (Wong-
pakaran et al., 2013). This approach ensures
a more stable and accurate assessment of re-
viewer consistency, mitigating the impact of
anomalies on the reliability scores.

H Further examples of MAGID

Figures 8, 9, and 10 provide more examples
on comparing MAGID with MMDialog, Pho-
toChat, and MMD.

I Experiment Setting

For determining the threshold for image-text
matching and aesthetic score, we employed
cross-validation on the validation set. In this
regard, the threshold for CLIP score was set
for 0.21 and the threshold for the aesthetic
score was set for 0.51. Based on our observa-
tions, we established a protocol where a gen-
erated image could fail up to two times be-
fore being discarded and triggering the feed-
back loop. This approach ensured a balance
between generating high-quality images and
maintaining efficient processing. In all our ex-
periments, we used SDXL 1.0 model for im-
age generation. Finally, For image safety and
NSFW detection, the library from (Laborde)
can be used.

J Limitations

In Figures 11, 12, and 13, we showcase the
most common scenarios were MAGID can fail
to generate the image which properly supports
the preceding utterance. Specifically, figure 11
shows a common example, where the gener-
ated image usually fails to put the proper text

sign in the generated image. In Figures 12 and
13 showcase the examples where the generated
image does not follow the correct description
in terms of number object should exist in the
image. We believe using more advanced dif-
fusion models like DALL-E 3 should mitigate
this problem.
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Figure 7: Schema of the website used to perform human evaluation.
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Figure 8: MAGID (left) versus MMDialog (right)

Figure 9: MAGID (left) versus PhotoChat (right)
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Figure 10: MAGID (left) versus MMDD (right)
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Figure 11: Generated image by MAGID fails to
properly show the sign HA

Figure 12: Generated image by MAGID fails to
properly shows 3 cats instead of 4

Figure 13: Generated image by MAGID fails to
properly shows 5 fishes instead of 6
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