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Abstract
The goal of product copywriting is to capture
the interest of potential buyers by emphasiz-
ing the features of products through text de-
scriptions. As e-commerce platforms offer a
wide range of services, it’s becoming essential
to dynamically adjust the styles of these auto-
generated descriptions. Typical approaches to
copywriting generation often rely solely on
specified product attributes, which may result
in dull and repetitive content. To tackle this is-
sue, we propose to generate copywriting based
on customer reviews, as they provide firsthand
practical experiences with products, offering
a richer source of information than just prod-
uct attributes. We have developed a sequence-
to-sequence framework, enhanced with rein-
forcement learning, to produce copywriting
that is attractive, authentic, and rich in infor-
mation. Our framework outperforms all ex-
isting baseline and zero-shot large language
models, including LLaMA-2-chat-7B and GPT-
3.51, in terms of both attractiveness and faithful-
ness. Furthermore, this work features the use of
LLMs for aspect-based summaries collection
and argument allure assessment. Experiments
demonstrate the effectiveness of using LLMs
for marketing domain corpus construction. The
code and the dataset is publicly available
at: https://github.com/YuXiangLin1234/
Copywriting-Generation.

1 Introduction

Copywriting is essential in E-commerce, as it as-
sists online stores in showcasing and marketing
their products to prospective buyers considerably.
Research has shown that systems capable of auto-
matically generating persuasive copywriting can
significantly improve performance metrics on e-
commerce platforms (Zhang et al., 2022; Guo et al.,
2022a,b), reflecting the value of the automated
copywriting creation solutions.

*Corresponding Author
1In this work, we use gpt-3.5-turbo-0613.

Typical methods of copywriting composition
tend to focus only on the predefined attributes of a
product (Wang et al., 2017; Zhang et al., 2022; Guo
et al., 2022a,b), leading to content that might be
monotonous and unengaging. Instead, testimonials
have been proven to induce greater interest among
readers (Zulkifly and Firdaus, 2014), indicating
the effectiveness of copywriting incorporating di-
verse and authentic customer use cases. Inspired
by these viewpoints, our approach emphasizes cre-
ating engaging and reliable copywriting from cus-
tomer reviews. These reviews provide valuable,
firsthand insights about the product, thus offering
a more detailed and informative perspective than
mere product attributes.

To boost the persuasiveness of produced narra-
tion, our work endeavors to integrate various di-
mensions such as factual accuracy, allure in sen-
tence composition, and the richness of information
in copywriting. Achieving these objectives simul-
taneously in a supervised manner presents signifi-
cant challenges. In contrast, reinforcement learning
(RL) algorithms have demonstrated proficiency in
handling complex tasks, particularly in the areas of
summarization (Stiennon et al., 2020) and text style
transfer (Gong et al., 2019). Our work represents a
synthesis of these two tasks, driving us to leverage
RL techniques to attain the goal.

We apply RL algorithms with three dedicated
but complementary reward models, responsible for
attractiveness, faithfulness, and information den-
sity, respectively. For attractiveness, we propose
to learn a sentence allure evaluator from pairwise
comparisons adjudicated by GPT-3.52. Our experi-
ments indicate that using the win rate as a metric
from these pairwise comparisons to train a simple
regression model aligns more closely with ground
truth compared to the binary classification model,
which is the method typically used in studies focus-

2https://chat.openai.com/
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ing on learning human preferences (Gleize et al.,
2019; Ziegler et al., 2019; Stiennon et al., 2020).

Besides, we find that focusing solely on attrac-
tiveness in sequence generation might compromise
the fidelity, which has been observed in attrac-
tive headline generation studies (Song et al., 2020;
Chen et al., 2023). To address this, we incorporate
a textual entailment model to improve the faithful-
ness of produced copywriting. Also, to enrich the
information of created copywriting, we employ a
natural language inference model fine-tuned on the
extensive QNLI dataset (Wang et al., 2018), help-
ing to promote the meaningful content and avoid
the appearance of gorgeous but meaningless ar-
guments. Our experiments demonstrate that our
framework surpasses the baseline in performance,
effectively balancing attractiveness, faithfulness,
and information richness in the produced content.

In sum, our contributions are mainly threefold:

• Our framework introduces an innovative ap-
proach to creating compelling, genuine, and
information-dense copywriting. This method
derives content from off-the-shelf customer
reviews, instead of relying on seller-provided
product materials.

• We discover that optimizing our reward model
based on win rates achieves greater congru-
ence with human judgment compared to bi-
nary classification optimization.

• We develop a new dataset focused on restau-
rant review summarization equipped with al-
lure assessment scores with the help of GPT-
3.5, reflecting the effectiveness of using LLMs
for marketing domain dataset construction.

2 Related Work

2.1 Copywriting Generation

Previous work generates product copywriting
based on product attributes or descriptions (Wang
et al., 2017; Zhang et al., 2022; Guo et al., 2022b).
Xiao and Munro (2019) treat the product title gen-
eration task as a named entity recognition problem.
Chen et al. (2019) build an encoder-decoder frame-
work to generate personalized product descriptions
by integrating information about product aspects,
user categories, and external knowledge base.

Besides, some work aims to mine the opinions
among customer reviews. Wu et al. (2016) in-
troduces a CNN-based classifier to select reviews

based on pre-defined aspects and group them by
sentiment. Akhtar et al. (2017) extracts sentences
in reviews based on similarity with given keywords
by Latent Dirichlet Allocation modeling (Blei et al.,
2003) but does not focus on the attractiveness.
Compared to existing work, we first build an auto-
matic copywriter to create attractive and authentic
copywriting, based on customer reviews.

2.2 Attractive Arguments Generation
Many studies have been conducted with the aim
of enhancing the appeal of generated sequences.
Xu et al. (2019) train a CNN-based sensationalism
scorer to make Pointer Generator (See et al., 2017)
create sensational headlines. Song et al. (2020)
train a popularity predictor from the click of view
and take the popularity score and ROUGE-L score
(Lin, 2004) to improve the model. A follow-up
study claims that the number of clicks may be af-
fected by trending topics, making click rate not a
suitable popularity indicator (Chen et al., 2023).
For example, news about politicians may receive
much interest during the election. They alleviate
this issue by introducing a writing technique called
forward-reference (FR) (Blom and Hansen, 2015)
into the headline generator. FR aims to motivate
the reader’s curiosity so that they want to learn
more, which is also implicitly employed in earlier
research on generating appealing headlines in the
form of questions (Zhang et al., 2018).

Despite their remarkable achievement, the con-
cepts of FR cannot be directly applied to our use
case. The writing technique aims to capture the
reader’s attention, while what we focus on is per-
suasive copywriting to attract potential buyers. In
fact, the most common popularity indicator coming
with customer reviews is the star rating. However, a
single review may encompass opinions of multiple
products or aspects, with the star ratings generally
reflecting the overall satisfaction of customers with
the shop, making it an inappropriate attractiveness
evaluator for individual aspect.

2.3 Aspect-based Summarization
Text summarization has been a focal point of NLP
research for a long time. Numerous researchers
dig into this field and develop multifarious meth-
ods to sum up long documents automatically (Tas
and Kiyani, 2007; Allahyari et al., 2017). Aspect-
based summarization is usually considered when
extracting information tailored to different aspects
from customer feedback (Hu and Liu, 2004). Sum-
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marizing reviews in an abstract fashion may be
more appropriate due to the colloquial format and
potential spelling errors in customer feedback. Fr-
ermann and Klementiev (2019) modify the atten-
tion mechanism to ensure the model focuses on the
information about target keywords. CTRLsum (He
et al., 2022) builds a framework for automatic key-
word extraction during summarization . They find
that the pretending aspect of the source document
generates summaries related to this aspect.

Considering that a single review may touch upon
numerous aspects, there’s a need for aspect-focused
copywriting, which is particularly significant in
certain scenarios (such as discussing "dishes" in
the context of restaurant reviews from Yelp). This
requirement for aspect-specific copywriting can
be viewed as an unique use case of aspect-based
summarization technology. In this work, we adopt
the method mentioned in CTRLsum for aspect-
based control.

3 Dataset

Regarding the abstractive summarization bench-
mark, previous work has predominantly focused on
the CNN/Daily Mail dataset (Nallapati et al., 2016)
and the XSum dataset (Narayan et al., 2018). These
datasets comprise articles on a broad spectrum of
topics and lack relevance to business content, mak-
ing them unsuitable for our purposes. Addition-
ally, there are lots of existing datasets comprised
of real-world customer reviews. Yelp platform pro-
vides a large-scale dataset3 encompassing customer
feedback toward a wide range of business entities.
Amazon platform offers multi-language review col-
lections sourced from their e-commerce platform
(Keung et al., 2020). Nonetheless, these datasets
are primarily composed of reviews without cor-
responding summaries. The absence of a corpus
poses a challenge in producing marketing content.

Recently, numerous studies show that summaries
generated by LLMs such as GPT-3.5 or LLaMA-
2 (Touvron et al., 2023), are on par with human-
produced summaries (Goyal et al., 2023; Zhang
et al., 2023; Bang et al., 2023). Also, Yang et al.
(2023) shows the remarkable capabilities of GPT-
3.5 to conduct text summarization conditioned on
given keywords. Built upon these works, we lever-
age GPT-3.5 to address the lack of corpus.

First, we sample 3622 restaurant reviews from
Yelp dataset and then leverage the off-the-shelf

3https://www.yelp.com/dataset

According to the review, give me an attractive description
about the keyword within 30 english words.

The steak is good and
flavorful. The salad here is

fresh and a must-try.  

steak

There are two reviews provided, you have to decide which
review is more attractive. 

They grill their steaks over
oak and citrus Wood and the

smoky flavor is to die for!

steak

Summarization

The steak is good and
delicious. 

Smoky and tender, their
steaks are cooked over oak

and citrus wood.

Ranking

>
Figure 1: The illustration for dataset construction. For
simplicity, the requirements of the response format are
skipped. We initially replaced "description" with "sum-
mary", resulting in a collection of monotonous text.

keyphrase extraction tool4 to draw out aspects. The
tool is built on the methods utilizing contextual-
ized embeddings (Sahrawat et al., 2020; Kulkarni
et al., 2021). After that, we ask GPT-3.5 to write
summaries based on specified aspects and individ-
ual customer reviews. These samples are split into
training/validation/testing sets in the ratio of 7:1:2.

After generating summaries of reviews, we
prompt GPT-3.5 to rank summaries regarding the
same aspect. We separate arguments belonging to
different splits, ensuring that there was no compar-
ison between two different groups. We find some
comparison results violate transitive relation, so
a cycle breaking technique (Sun et al., 2017) is
introduced to clean the dataset. The final version
of the ranking dataset consists of 22602/408/1292
samples in training/dev/testing set. The pipeline
for dataset construction is illustrated in Figure 1,
with the prompts we used for GPT-3.5.

4 Methodology

As previous work indicates the proficiency of RL al-
gorithms in handling complex tasks (Stiennon et al.,
2020; Gong et al., 2019), especially the success of
Reinforcement Learning from Human Feedback
(RLHF) (Ziegler et al., 2019; Stiennon et al., 2020;
Bakker et al., 2022; Ouyang et al., 2022), we lever-
age RL to enhance our model, aiming to align the
created copywriting to human preference.

4https://huggingface.co/ml6team/keyphrase-extraction-
distilbert-inspec
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A typical pipeline of RLHF comprises 3 steps:
(1) supervised fine-tuning, (2) reward modeling,
and (3) reinforcement learning. We follow these
steps as previous work suggests.

4.1 Supervised Fine-tuned Copywriter

We begin with a pre-trained BART-Large model
(Lewis et al., 2019). To steer the model toward
a proficient copywriter, we fine-tune model θ by
maximizing the likelihood of reference summaries
ŷ conditioned on source review x and designated
aspect k. That is, minimizing the cross-entropy
loss at each decoding step as

L(θ) = − 1

n

n∑

i=1

log p(ŷi|ŷ1:i−1, x, k, θ). (1)

4.2 Reward Modeling

To further enhance the quality of generated copy-
writing through reinforcement learning, we lever-
age the following reward models to conduct argu-
ment assessment from multiple perspectives:

Allure Reward First, we build an allure evalua-
tor to gauge the attractiveness of generated copy-
writing y conditioned on the given aspect k. Con-
ceptually, allure assessment determines the attrac-
tiveness of arguments based on the writing style,
word choice, and persuasiveness.

We learn the allure reward model from binary
annotation from GPT-3.5 mentioned in Section 3.
Related work takes learning pairwise comparison
as a binary classification task (Gleize et al., 2019;
Stiennon et al., 2020). Inspired by them, we ini-
tially built a Siamese network as our allure reward
model and optimized it using cross-entropy clas-
sification loss, but found that this baseline did not
yield ideal results on the testing set. Hence, we turn
to compute the win-rate wi from all M pairwise
annotation ŷi engage in, as the alluring score of ŷi.
The formula is shown as

wi =
ΣM
j=1vij

M
, (2)

where vij = 1 if ŷi is more attractive than ŷj and
otherwise 0 .

We then learn a regression model to predict the
win rate and rank arguments according to their win
rate, from highest to lowest. The method signifi-
cantly improves binary classification accuracy and
reduces root mean square error (RMSE). The ex-
perimental results are shown in Section 5.1. We

adopt this regression model as our allure reward
model Ra, and take the predicted win rate as the
allure reward

ra = Ra(k, y) (3)

Veracity Reward Previous work shows there is
a high correlation between entailment and faith-
fulness (Falke et al., 2019; Chen et al., 2023). In-
spired by them, we leverage a DeBERTa-v3 model
(Laurer et al., 2023) trained on 33 datasets such as
WANLI (Liu et al., 2022) and MultiNLI (Williams
et al., 2018), and thus owning rich knowledge and
remarkable zero-shot capabilities, to serve as our
veracity reward model. In this work, we adopt the
model provided by the authors5. Since the model
outputs two values representing "entailment" and
"not entailment," we choose the output logits of the
"entailment" head as our veracity reward

rv = Rv(x, y). (4)

The statement refers to estimating whether re-
view x logically entails output y, with an objective
to compose copywriting that accurately reflects the
source review without any misrepresentation.

Information Reward Intuitively, the copywriter
optimized with the above two rewards might gen-
erate gorgeous but pointless template-based argu-
ments such as "The food is delicious and perfect."
or "The food is a mouthwatering delight that will
leave you craving for more." To tackle this issue,
we encourage the copywriter to provide more in-
formation, like commendable characteristics or the
difference between similar products on the market.
We leverage a model trained on a large-scale dataset
named QNLI (Wang et al., 2018) to attain the pur-
pose. QNLI dataset consists of question-paragraph
pairs, and labels indicate whether the answer to the
question can be found in the paragraph. With some
common facets of restaurant reviews, we query the
QNLI model to check whether information about
these facets is in the generated copywriting. Addi-
tionally, to ensure the fidelity to the source review,
we also check what the fact review contains. The
information reward is formulated as

ri =
|Σf∈FRi(f, k, x) ∧Ri(f, k, y)|

|Σf∈FRi(f, k, y)|
, (5)

where | · | means the counting function, F refers
to the set of queries about different facets, such as

5https://huggingface.co/MoritzLaurer/deberta-v3-large-
zeroshot-v1.1-all-33
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Veracity
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Information
Reward Model

......
... ...

   Aspect

   Review    Copywriting

Update

copywriter

Figure 2: The illustration of the proposed framework. Given an aspect k, a review x, and a list of queries F ,
we enhance the supervised finetuned model θ by the Proximal Policy Optimization (PPO) algorithm with three
dedicated reward models.

“How does k look?” or ”How does k compare to
similar ones on the market?”. Our queries are pro-
vided in Appendix B. Conceptually, if the informa-
tion is included in source documents, it should be
in generated summaries. In this case, there might
not be a difference between an attractive sentence
and an unappealing one. But with the help of the
other two RMs, we are able to create a proficient
copywriter producing persuasive copywriting.

4.3 Reinforcement Learning
With the supervised fine-tuned model θ, the allure
RM Ra, the veracity RM Rv, and the information
RM Ri, we further enhance θ with the Proximal
Policy Optimization (PPO) algorithm (Schulman
et al., 2017), as illustrated in Figure 2. PPO shows
the remarkable capability of guiding the policy to-
ward a desired direction with high sampling effi-
ciency. We treat θ as policy and optimize θ as

R(x, y, k, F ) = αra+βrv+γri−log
θ(y|x, k)

θold(y|x, k)
,

(6)
where the last term refers to a penalty, θold is the

original version of θ before RL optimization. The
KL-divergence-based penalty is meant to prevent
θ moving too far from θold and thus stabilize the
training. α, β and γ are weight of different rewards.
For simplicity, we set α, β and γ to be 1 in all
following experiments.

5 Experiments

All experiments are conducted on an Nvidia Tesla-
V100 GPU. We select the model that performs the
best on a validation set. The implementation details
are listed in Appendix A.

5.1 Allure Reward Model
We initially built a Siamese network as our al-
lure reward model and optimized it using cross
entropy classification loss as suggested in related
work (Gleize et al., 2019; Stiennon et al., 2020).
However, we find that this baseline does not yield
ideal results on the testing set. We turn to learn a re-
gression model with the win rate for each argument
and get a better result. The experiments are con-
ducted on a BART-base model (Lewis et al., 2019)
and DeBERTa-v3-base model (He et al., 2021),
with searching learning rate in [1e−5, 3e−5, 5e−
5, 7e− 5, 9e− 5]. we report the best results about
root mean square error (RMSE) and binary classifi-
cation accuracy on testing set in Table 1.

It’s reasonable that the regression model ex-
hibits a lower RMSE metric than the Siamese
network since RMSE is computed based on win
rate. However, the gap between these two types
of models is too large despite the existence of a
sigmoid layer. Surprisingly, the accuracy of the
DeBERTa-v3 regression model is much higher than
that of the Siamese network. According to the ex-
periments, we select the DeBERTa-v3 regression
model, which exhibits the best performance, as our
allure reward model in the following experiments.

5.2 Baselines for Copywriting Generation
We compare our proposed framework to the follow-
ing baselines. We choose works built on a BART-
large model to alleviate the effect of different back-
bones. Summaries in our dataset are both attractive
and faithful to source review inherently since we
prompt GPT-3.5 to generate such samples. Hence,
baseline fine-tuned on them should highlight their
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Model Acc. ↑ RMSE ↓
BA

R
T Siamese Network 66.25 % 0.52

Regression Network 66.25 % 0.37

D
eB

E
R

Ta Siamese Network 65.09 % 0.54
Regression Network 69.50 % 0.37

Table 1: Experiment about allure reward model

strong abilities to generate attractive and authentic
copywriting. We first compare our model to the
supervised fine-tuning (SFT) model for checking
the effect of reinforcement learning. Besides, an
aspect-based summarization model called CTRL-
sum (He et al., 2022) shows good controllabil-
ity to paraphrase the sentence based on given as-
pects. Some work utilizes ROUGE score to en-
hance the quality of the abstract summarization
and achieve notable success (Pasunuru and Bansal,
2018; Paulus et al., 2018), making us put the model
optimized by ROUGE reward into comparison. We
compute ROUGE-L score as a reward for training
this baseline, as suggested in their paper.

We also incorporate LLMs in comparison since
LLMs demonstrate remarkable zero-shot capabil-
ities on multiple tasks (Zhang et al., 2023; Goyal
et al., 2023). Given a keyword k and source review
x, we prompt LLaMA-2-chat-7B (Touvron et al.,
2023) to generate attractive and faithful summaries,
serving as one of the baselines. The prompt em-
ployed here is the same as the summarization part
in Figure 1 and adjusted to the suggested format
of LLaMA-2-Chat. The last baseline is summaries
generated by GPT-3.5. Note that they are ground
truth for supervised fine-tuning.

5.3 Human evaluation

Since we use the large language model for dataset
construction, it’s more reliable for conducting hu-
man evaluation. In this experiment, we randomly
sample 100 customer reviews and the correspond-
ing copywriting from the testing set for comparison.
Given a customer review x, an aspect k, and two
copywriting y1, y2, The instructions for evaluators
are (1) Which one is more attractive and makes you
want to purchase/enjoy k? (2) Which one is more
faithful to the original review x? (3) Which one is
more fluent? The evaluators are asked to select first
copywriting, second copywriting, or tie for each
pair and each question. We give $0.05 for each pair
of data because of the simplicity of annotation. We

use evaluators in the United States and the United
Kingdom, with a greater than 95% approval rate.

The evaluation protocol follows previous work
(Zhao et al., 2020; Chen et al., 2023) to eval-
uate the generated copywriting’s attractiveness,
faithfulness, and fluency by pairwise compari-
son. Results are reported in Table 2. For ex-
ample, the copywriting generated by our frame-
work is 55.33%/34.33%/10.33% better than/worse
than/equal to the output of the SFT model on faith-
fulness. The value of faithfulness in the table
thus becomes 34.33% - 55.33% = -21%. Results
show that our framework outperforms all baselines,
including zero-shot LLMs and fine-tuned BART
model, in terms of attractiveness and faithfulness,
with comparable fluency. This implies the positive
impact of RL finetuning. The results also reflects
the controllability of our framework because the
judgment criteria for attractiveness are based on
the given aspect.

Model ATRC ↑ FAITH ↑ FLCY ↑

L
L

M GPT-3.5 -10.0% -3.3% 3.0%
LLaMA-2-7B-Chat -25.0% -19.3% 3.3%

BA
R

T SFT -15.0% -21.0% -13.3%
CTRLsum -17.0% -5.3% -2.7%
ROUGE -13.7% -4.7% 3.0%
Ours - - -

Table 2: Human evaluation results of pairwise compari-
son. We compare copywriting generated by our frame-
work and baseline models in terms of attractiveness
(ATRC), faithfulness (FAITH), and fluency (FLCY).

5.4 Automatical Metrics
ROUGE Score ROUGE score (Lin, 2004) is a
conventional metric to measure the quality of text
summarization. It counts word-level overlap to
estimate the similarity between the generated sum-
mary and the reference one. ROUGE score has
been shown to be unconvincing in abstractive sum-
marization task (Schluter, 2017) . Our framework
aims to build a copywriter capable of generating
attractive copywriting. Using the ROUGE score to
measure the performance is inappropriate, but we
still provide ROUGE-1, ROUGE-2, ROUGE-L in
Table 3 for reference. Most baseline models exhibit
comparable ROUGE scores, except for LLaMA-
2-7B-Chat, which may be attributed to the zero-
shot generation. SFT achieves the highest ROUGE
score, which is reasonable since it closely imitates
the writing style of reference summaries, although
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it yields the worst results comprehensively. Interest-
ingly, the model optimized by the ROUGE reward
exhibits a similar ROUGE score with other base-
lines despite the increasing ROUGE reward during
the training process. We think the reason is the
broad knowledge GPT-3.5 owns, and the dataset
is constructed in a zero-shot manner, resulting in
a different distribution between the training and
testing sets.

Model R1 R2 RL

L
L

M GPT-3.5 (gold) - - -
LLaMA-2-7B-Chat 18.50 3.55 15.00

BA
R

T

SFT 28.25 8.13 23.94
CTRLsum 27.22 7.52 23.30
ROUGE 27.26 7.63 23.40
Ours 27.28 7.34 23.18

Table 3: ROUGE score computed with reference sum-
mary generated by GPT-3.5. R1, R2, RL are the
ROUGE-1, ROUGE-2, ROUGE-L score respectively.

Perplexity Perplexity (PPL) is commonly used
to evaluate text fluency (Wang and Wan, 2018;
Dathathri et al., 2020). The metric refers to the
likelihood of pre-trained language models (PLMs)
to produce the sequence. Lower PPL means better
fluency of the sentences. We compute PPL in Table
4 with two publicly available PLMs, GPT-2 (Rad-
ford et al., 2019) and LLaMA-2-7B (Touvron et al.,
2023). Results show that our framework achieves
the lowest PPL, the highest fluency.

Model GPT-2 LLaMA-2-7B

L
L

M GPT-3.5 67.10 32.59
LLaMA-2-7B-Chat 71.88 46.36

BA
R

T

SFT 49.75 26.86
CTRLsum 48.93 26.89
ROUGE 52.05 26.10
Ours 48.63 25.23

Table 4: Perplexity (PPL) computed by GPT-2 and
LLaMA-2-7B. Lower PPL means better fluency.

5.5 Ablation Study
We conduct the following ablation analyses to
probe the impact of components in our framework.

Human Evaluation We repeat the experiments
in Section 5.3. Since the enhancement of RL over

the SFT model has been shown in previous experi-
ments, we learn three models removing allure RM
Ra, veracity RM Rv, and information RM Ri in
this section. Results are demonstrated in Table 5.
Intuitively, models optimized without Ra and Rv

yield the degradation of attractiveness and faith-
fulness. The information reward model seems to
be helpful for faithfulness. We claim that the pur-
pose of Ri is to increase the information density
of generated copywriting that the source document
mentioned. Hence, with the help of Rv and Ri,
copywriters tend to offer customers more accurate
information about different facets. In this case,
copywriting with many "facts" will be more faith-
ful to that with only empty words.

ATRC ↑ FAITH ↑ FLCY ↑
Ours - - -

W/o Ra -14.0% -0.0% -5.7%
W/o Rv -8.3% -14.0% -6.7%
W/o Ri 2.0% -8.7% -2.3%

Table 5: Ablation study with human evaluation in terms
of attractiveness (ATRC), faithfulness (FAITH), fluency
(FLCY).

Information Score In Table 6, we compute the
information score of generated summaries in the
testing set as Equation 5 by QNLI model. The ex-
periment is to further confirm the impact of the in-
formation reward model Ri. Additionally, whether
the information score is proportional to the sen-
tence length is questionable. We write down the
mean and standard deviation of unigram counts for
each baseline. All baseline models generated copy-
writing within 30 words, as required in Section 3
for generated SFT training data by GPT-3.5. Re-
sults show that our framework achieves the highest
information reward with around 3 words longer.
Instead, the model optimized without information
reward produces longer sentences on average but
with the lowest information score, verifying the
significance of Ri.

5.6 Qualitative Results
As an example, we randomly select a sample with
two aspects in the testing set. Table 9 shows the
source review and corresponding copywriting. Due
to the page limit, we only list the output of the
two strongest baselines in the above experiments,
GPT-3.5 and CTRLsum. Copywriting generated
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Model Avg. Std. INFO ↑
L

L
M GPT-3.5 19.09 6.34 56.45

LLaMA-2-7B-Chat 17.03 12.04 55.42

BA
R

T

SFT 19.14 5.81 57.57
CTRLsum 15.71 4.81 56.79
ROUGE 20.55 7.38 56.48
Ours 22.57 8.00 61.06

W/o Ri 23.28 8.55 56.48

Table 6: Length of generated sentences and information
score. Avg. and Std. refer to the average counts of
uni-grams and the standard deviation of sentence length,
respectively. INFO refers to the information score com-
puted by QNLI model.

by other baselines is listed in Table 10. For both
aspects, "Steak" and "Tampa," we can see our copy-
writer provides more information mentioned in the
source review, such as "Sides were veggies and
sweet potatoes" and "delicious veggies and sweet
potatoes." And for the aspect "Tampa", GPT-3.5
and CTRLsum say that there is a diverse option
for meals, but our framework lists what the dining
options include. For attractiveness, we find that
GPT-3.5 tends to produce gorgeous but advanced
words, making it hard to attract turker at first glance.
This might be the reason why our framework per-
forms better than GPT-3.5 regarding attractiveness
and faithfulness.

6 Comparisons with Human-written
Copywriting

We have taken the following steps to bolster the ex-
periments with some human-written copywriting to
address concerns regarding using LLMs for train-
ing data collection and the word length constraints
applied to LLM baselines.

We employ Amazon Mechanical Turk workers
to create copywriting samples. Specifically, we
gather 100 human-written copywriting pieces from
testing samples used in Section 5.3. To ensure
the quality of these human-generated samples, we
meticulously filter out 20 significantly inappropri-
ate or off-topic responses. The instructions given
to the turkers are as follows: Please write an at-
tractive but faithful summary based on the given
keyword and customer review. The summary will
be used as product copywriting. You should para-
phrase the sentence to make it more attractive and
attract potential buyers to buy/enjoy this keyword.
But it should be faithful to the original review.

6.1 Human Evaluation

After incorporating the human-written summaries,
we conduct a human evaluation with these samples
regarding three key aspects, the same as conditions
outlined in Section 5.3. The comparative results
are shown in Table 7, showcasing that copywrit-
ing generated by our framework is superior quality
compared to human writers.

ATRC ↑ FAITH ↑ FLCY ↑
Human-written -2.09% -0.81% -6.25%
Ours - - -

Table 7: Human evaluation results of pairwise compari-
son. We compare copywriting generated by our frame-
work and human-written one in terms of attractiveness
(ATRC), faithfulness (FAITH), and fluency (FLCY).

6.2 Will Language Models Generate
Sentences Humans Will Produce?

To further alleviate the concern about the abil-
ity of LLMs to produce copywriting as persua-
sive and attractive as human authors, we employ
Fast-detectgpt (Bao et al., 2023), a state-of-the-art
toolkit for machine-generated text detection, to ver-
ify the human-like quality of the copywriting gener-
ated by our framework. Fast-detectgpt is proficient
in detecting machine-generated text in a zero-shot
manner, making it an ideal tool for this assessment.

Adopting Fast-detectgpt, we analyze the copy-
writing produced by our framework to determine
the likelihood of it being identified as machine-
generated. The results presented in Table 8 indi-
cate low probabilities of the text being flagged as
machine-generated or ’Fake.’ This implies that
the text generated by our model closely resembles
human-written content, both in style and substance.

probability ↓
Human-written 33.22%
Ours 37.44%

Table 8: probabilities of the text are machine-generated

7 Conclusion

In this paper, we present an innovative framework
with an elegant but effective reward mechanism,
designed to automatically generate attractive and
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Aspect Steak Tampa

Source Review We got diverted to Tampa and decided to make the drive to Orlando, but first we needed
somewhere to eat. Wanting to avoid chain restaurants, yelp steered us toward this little local
gem! They grill their steaks over oak, and citrus Wood and the smoky flavor is to die for!
We are big fans of our smoker back home and cook our steaks this way as well. It’s rare to
find steak cooked over woodsmoke in most places, and this was worth the side trip! The
sides were veggies and sweet potatoes. The wines on offer were so reasonably priced - most
under $20 a bottle, but a decent selection. They just don’t mark them up 5x like most places!
Bookmarking this place for a return trip next time I am in Tampa for sure!

GPT-3.5 Juicy, tender, and perfectly grilled, this oak
and citrus wood-smoked steak delivers a
mouthwatering smoky flavor. Cooked to per-
fection, it’s a rare gem worth savoring, a true
delight for steak enthusiasts.

An enchanting city in Florida known for its di-
verse dining options, Tampa captivates visitors
with its local gems and the tantalizing aroma
of woodsmoked steaks

CTRLsum Mouthwatering, tender, and smoky steaks
grilled over oak and citrus Wood, bursting with
a delectable flavor that will leave you craving
for more.

Vibrant city with diverse culinary options, in-
cluding a local gem serving smoky steaks and
delicious sides.

Ours Juicy, smoky, and grilled over oak and citrus
wood, our steaks at this local gem in Tampa
are truly exceptional. A rare delight cooked
over woodsmoke, it’s worth the side trip! The
sides were veggies and sweet potatoes.

Vibrant Florida city with smoky steaks, af-
fordable wines, delicious veggies and sweet
potatoes. A must-visit!

Table 9: The generated examples of different models. Due to the page limit, we provide the copywriting generated
by each baseline model in Appendix C.

faithful copywriting. Extensive experiments are
conducted to verify the superior capabilities of
the proposed method, compared to existing base-
lines including zero-shot Large Language Models
(LLMs), fine-tuned BART models, and even hu-
man writers. Moreover, our findings reveal that
optimizing the reward model using win-rate leads
to a higher alignment with human judgment than
the traditional binary classification optimization
method. This approach enhances the model’s abil-
ity to reflect human preferences more accurately.

In addition to these developments, we have cre-
ated an unique dataset comprising summaries and
corresponding ranking data, which we believe will
be valuable for future research in this field. Our
dataset is built with the help of GPT-3.5 and in-
cludes curated content specifically tailored to ad-
vancing the capabilities of automatic copywriting
systems, demonstrating the effectiveness of using
LLMs for marketing domain dataset construction.
Through this work, we aspire to expand the po-
tential and effectiveness of E-commerce platforms,
offering new avenues for engaging and authentic
content generation.

Scientific Artifacts

All experiments are conducted upon PyTorch
(Paszke et al., 2019), and all pretrained models
other than GPT-3.5 are obtained from Hugging-
Face (Wolf et al., 2019). We also use NLTK (Bird
et al., 2009) package for word tokenization and
sentence tokenization. We adopt these artifacts for
their intended use.

Limitation and Potential Risks

Our framework is not applicable when customer
reviews are lacking, especially when the product is
unavailable on the market. The proposed approach
underscores our key point: generating copywriting
from customer reviews is a novel and valuable di-
rection. Just as pre-release copywriting sourced
seller-defined attributes has merits, post-release
revisions based on actual customer experiences
can provide a wealth of information beyond mere
product attributes. Both pre-release generation and
post-release refinement of copywriting are essen-
tial, complementing each other in effectively mar-
keting a product.

Also, despite our framework exhibiting the best
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attractiveness and faithfulness, there is still room
for improvement. For attractiveness, the binary
classification accuracy and the agreement with the
ground truth of our allure model are around 70
percent. For faithfulness, our framework produces
some fake information once in a while. We be-
lieve these issues can be alleviated by developing a
more accurate reward evaluator. Building upon the
rapid development of LLMs, Kwon et al. (2023)
prompts LLMs to compute reward, which might be
the direction of our future work.
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A Implementation Details

Allure Reward Model For the training of the
allure RM, we adopt a debate-v3 model as the
backbone and set the batch size to 32, with a learn-
ing rate of 2e-5. Since the regression model and
Siamese network converge earlier, we train them
for 5 epochs.

Information Reward Model Since the QNLI
dataset is included in a well-known benchmark
named GLUE (Wang et al., 2018), there are numer-
ous off-the-shelf models provided in the hugging-
face platform (Wolf et al., 2019); we select one of

them for all experiments6. The reported accuracy
of this model on the QNLI dev set is 93.21%.

Reinforcement Learning We adopt the trl imple-
mentation provided by the huggingface platform
(von Werra et al., 2020) for this part. The learn-
ing rate is set to be 1e-6, and the batch size is set
to be 32. We fine-tune the model for 20 epochs.
Although it seems that there is still room for en-
hancement. We observe instability in the training
process after 20 epochs and might be unable to re-
produce sometimes. The training procedure takes
around 12 hours on a single Nvidia Tesla-V100
GPU.

B Queries for Information Reward

Given an aspect k, we define some common facets
of restaurant review as following:

◆ What is the price of k?

◆ What is the cooking method of k?

◆ How does the k taste?

◆ How does the k smell?

◆ How does the k look?

◆ How is the quality of k?

◆ How is the seasoning of k?

◆ How is the portion size of k ?

◆ How is the cleanliness of k

◆ What are the components of the k?

◆ What is the opinion of the people about the k?
◆ How does k compare to similar ones on the

market?

Despite the template-based queries not being
suitable for all scenarios, it’s reasonable to let the
model handle itself because there is no "answer"
to unreasonable queries in the world. According
to our preliminary experiments, the QNLI model
indeed owns this ability.

C Generated Examples

The examples generated by each baseline model
are shown in Table 10.

6https://huggingface.co/cross-encoder/qnli-electra-base
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Aspect Steak Tampa

Source Review We got diverted to Tampa and decided to make the drive to Orlando, but first we
needed somewhere to eat. Wanting to avoid chain restaurants, yelp steered us
toward this little local gem! They grill their steaks over oak, and citrus Wood and
the smoky flavor is to die for! We are big fans of our smoker back home and cook
our steaks this way as well. It’s rare to find steak cooked over woodsmoke in most
places, and this was worth the side trip! The sides were veggies and sweet potatoes.
The wines on offer were so reasonably priced - most under $20 a bottle, but a
decent selection. They just don’t mark them up 5x like most places! Bookmarking
this place for a return trip next time I am in Tampa for sure!

GPT-3.5 Juicy, tender, and perfectly grilled, this
oak and citrus wood-smoked steak de-
livers a mouthwatering smoky flavor.
Cooked to perfection, it’s a rare gem
worth savoring, a true delight for steak
enthusiasts.

An enchanting city in Florida known for
its diverse dining options, Tampa cap-
tivates visitors with its local gems and
the tantalizing aroma of woodsmoked
steaks

LLaMA-2-7B-Chat Savory, smoky steak grilled over oak
and citrus wood, a true delight for steak
lovers.

Tampa’s hidden gem for steak lovers:
wood-grilled masterpieces in a cozy lo-
cal setting.

SFT Smoky, charred steak cooked over oak
and citrus wood, a rare delicacy in
Tampa. Worth the side trip!

Tampa: A local gem with smoky steaks
over oak and citrus wood , delicious
sides, affordable wines, and exceptional
service. A must-visit!

CTRLsum Mouthwatering, tender, and smoky
steaks grilled over oak and citrus Wood,
bursting with a delectable flavor that
will leave you craving for more.

Vibrant city with diverse culinary op-
tions, including a local gem serving
smoky steaks and delicious sides.

ROUGE Juicy, smoky, and grilled over oak and
citrus wood, our steaks at this local gem
in Tampa are truly exceptional. A rare
and mouthwatering delight cooked over
smoky flavor, worth the side trip and the
friendly service.

Vibrant Florida city with smoky steaks,
affordable wines, and delicious sides. A
must-visit destination.

Ours Juicy, smoky, and grilled over oak and
citrus wood, our steaks at this local gem
in Tampa are truly exceptional. A rare
delight cooked over woodsmoke, it’s
worth the side trip! The sides were veg-
gies and sweet potatoes.

Vibrant Florida city with smoky steaks,
affordable wines, delicious veggies and
sweet potatoes. A must-visit!

Table 10: The generated examples of different models.
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