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Abstract

Existing watermarked generation algorithms
employ token-level designs and therefore, are
vulnerable to paraphrase attacks. To address
this issue, we introduce watermarking on the
semantic representation of sentences. We
propose SEMSTAMP, a robust sentence-level
semantic watermarking algorithm that uses
locality-sensitive hashing (LSH) to partition
the semantic space of sentences. The algorithm
encodes and LSH-hashes a candidate sentence
generated by a language model, and conducts
rejection sampling until the sampled sentence
falls in watermarked partitions in the seman-
tic embedding space. To test the paraphras-
tic robustness of watermarking algorithms, we
propose a “bigram paraphrase” attack that pro-
duces paraphrases with small bigram overlap
with the original sentence. This attack is shown
to be effective against existing token-level wa-
termark algorithms, while posing only minor
degradations to SEMSTAMP. Experimental re-
sults show that our novel semantic watermark
algorithm is not only more robust than the pre-
vious state-of-the-art method on various para-
phrasers and domains, but also better at pre-
serving the quality of generation.1

1 Introduction

This work focuses on algorithms for detecting
machine-generated text via watermarked gener-
ation—adding signatures during text generation
which are algorithmically detectable, yet are imper-
ceptible to human eye (Atallah et al., 2001). This
problem is of extreme importance now that large
language models (LLMs) such as GPT-4 (OpenAI,
2023) generate realistic text, increasing risks of
LLM misuse, such as generation of misinformation,
impersonation, and copyright infringements (Wei-

*Equal Contribution. All three are corresponding authors.
1We release code in https://github.com/bohanhou14/

SemStamp

dinger et al., 2021; Ippolito et al., 2022; Pagnoni
et al., 2022; House, 2023).

The dominant body of recent works on water-
marked generation operate by injecting token-level
signatures during decoding time (Kuditipudi et al.,
2023; Yoo et al., 2023; Wang et al., 2023; Christ
et al., 2023; Fu et al., 2023, i.a.). As a representa-
tive example, Kirchenbauer et al. (2023a) propose
a watermarked generation algorithm that injects
watermark signals that are extracted based on the
previously generated tokens. Despite its efficiency,
follow-up work has shown that corrupting the gen-
erated text, especially paraphrasing, could weaken
its robustness (Krishna et al., 2023; Sadasivan et al.,
2023; Kirchenbauer et al., 2023b).

We propose SEMSTAMP, a semantic watermark
algorithm that is robust to sentence-level para-
phrase attacks (§2.2). Depicted in Figure 1, our
core intuition is that while paraphrasing alters the
surface-form tokens, the sentence-level semantics
are unchanged. Thus, instead of partitioning the
vocabulary, our watermark operates on the seman-
tic space of sentence embeddings, partitioned by
locality-sensitive hashing (LSH; Indyk and Mot-
wani, 1998; Charikar, 2002). We develop two key
components—a sentence encoder trained with con-
trastive learning (CL; Wieting et al., 2022) and a
margin-based constraint—to enhance paraphrastic
robustness.

To stress-test the robustness of watermarking al-
gorithms, we develop a novel attack method that
minimizes bigram overlap during paraphrasing,
and name it the bigram paraphrase attack (§2.3).
Experimental results (§3) demonstrate that our pro-
posed semantic watermark remains effective while
token-level watermarks suffer significantly from
the bigram attack.

We summarize our main contributions as follows.
First, we propose a sentence-level semantic water-
mark for LLMs and show that it is robust to para-
phrasing and more quality-preserving than a token-
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 ① Watermarked Generation

Today the company announced quarterly results for
the period ending October 31, 2017. The company
also provided an update on its ongoing Phase 3
clinical trial of the Phase 2/3 B-cellderived T
cell engager program. These results are included
in a newly released Current Report on Form 8-K
for the period ending September 30, 2017. You can
read the full report at www.curis.com.

No Watermark

SEMSTAMP

Today the company announced results for the third
quarter of 2017. The company's board of directors
also declared a quarterly cash dividend of $0.23
per share. The dividend is payable to shareholders
of record on November 14, 2017. Shareholders are
invited to attend the company's annual meeting to
propose and discuss a proposal to adopt a new long-
term stockholder's plan. The meeting will be held
on December 7, 2017.

human written
z-test

machine written
z-test

② Paraphrase Attack

Watermark remains
valid after paraphrase

③ Watermark detecton

Adversary paraphrases the generated text

Figure 1: An overview of the proposed SEMSTAMP algorithm. Left: During generation, the watermark is injected
by mapping candidate sentences into embeddings through a robust sentence encoder, dividing the semantic space
through locality-sensitive hashing, and rejection sampling from the LM to generate sentences with valid region
embeddings. Right: Detection is determined by the number of valid sentences in a candidate generation.

level watermark algorithm. Second, we develop a
novel attack method for watermarking algorithms,
namely the bigram paraphrase attack, which can
effectively weaken token-level watermarking but
only poses minor degradations to our semantic wa-
termark. Third, we fine-tune a paraphrase-robust
sentence encoder with a contrastive learning objec-
tive and develop a rejection margin constraint to
enhance the paraphrastic robustness of our seman-
tic watermark algorithm.2

2 Approach

2.1 Preliminaries
Text Generation from Autoregressive LMs An
autoregressive LM, denoted by PLM, models the
conditional distribution of the next token over the
vocabulary V . Given a token history w1:t =
w1, . . . , wt where each token wi ∈ V , the next to-
ken is generated by sampling wt+1 ∼ PLM(·|w1:t).
We introduce a sentence-level notation: s(t+1) ∼
PLM(·|s(1) . . . s(t)) refers to the sampling of the
next sentence given sentence history s(1) . . . s(t).

Detecting Machine-Generated Text through Wa-
termarking The goal of watermarked generation
(Kuditipudi et al., 2023; Zhao et al., 2023, i.a.) is to
facilitate the detection of machine-generated text.
A watermarked generation algorithm adds a sta-
tistical signal during the decoding stage of LLMs.
The watermarked text is then provided to the user.
At the detection stage, a piece of text is classified
as machine-generated if the watermark is detected.
Because malicious users could postprocess LLM-
generated texts before detection, it is crucial that
the watermark remains detectable under various
text perturbations attacks, including text insertion,
substitution, deletion, and paraphrasing.

2Our code, model, and data will be released publicly.

Token-Level Watermarking and its Susceptibil-
ity to Paraphrase Attacks Kirchenbauer et al.
(2023a) propose a watermark that is injected at the
token level. At each time step of the generation, the
vocabulary V is pseudorandomly partitioned into a
“green list” and a “red list”. The random seed for
partition is computed by a hash of the previously
generated token. A globally fixed bias parameter
δ > 0 is added to the logit of each green list token
so that the LLM is induced to generate more green
list tokens. The watermark is detected by conduct-
ing one proportion z-test (detailed in §B) on the
number of green list tokens in the generated text.

Because of the token-level nature of the water-
mark algorithm, perturbing a token wt in a gener-
ated sequence w1:T through paraphrasing would
change the green list for token wt+1. As a result, a
green token wt+1 might be considered red, which
undermines the detectability of the watermark (Kr-
ishna et al., 2023). Moreover, because the water-
mark changes logits directly, it can degrade the
quality of generated text (Fu et al., 2023).
Locality-Sensitive Hashing We will use LSH
(Indyk and Motwani, 1998) to partition the se-
mantic embedding space. It hashes similar inputs
into similar signatures, thereby reducing the di-
mensionality and providing a similarity measure
for a high-dimensional input space Rh. Given an
LSH dimension d, we adopt the cosine-preserving
method from Charikar (2002) which produces a
d-bit binary signature through random hyperplane
projections, and each hyperplane is represented
by a random normal vector n(i) drawn from the
h-dimensional Gaussian distribution.3 The LSH
signature for an embedding vector v ∈ Rh is
then determined by the sign of the dot product be-

3Normal vector n(i) ∈ Rh represents the hyperplane that
is orthogonal to n(i) and passes through the origin.
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Algorithm 1 SEMSTAMP text generation algorithm

Input: language model PLM, prompt s(0), number of sentences to generate T .
Params: sentence embedding model Membd with embedding dimension h, maxout number Nmax, margin m > 0, valid region
ratio γ ∈ (0, 1), LSH dimension d, a large prime number p.
Output: generated sequence s(1) . . . s(T ).

procedure SEMSTAMP

init LSH(·), randomly initialize d vectors n(1) . . . n(d) ∈ Rh, to create 2d semantic subspaces.
for t = 1, 2, . . . , T do

1. Compute the LSH signature of the previously generated sentence, SIG(s(t−1)), and use [SIG(s(t−1))]10 · p as
the seed to randomly divide the space of signatures {0, 1}d into a “valid region set” G(t) of size γ · 2d and a
“blocked region set” R(t) of size (1− γ) · 2d.

2. repeat Sample a new sentence from LM,
until the signature of the new sentence is in the “valid region set”, SIG(s(t)) ∈ G(t) and the margin requirement

MARGIN(s(t),m) is satisfied.
or has repeated Nmax times

3. Append the selected sentence s(t) to context.
end for
return s(1) . . . s(T )

end procedure

Algorithm 2 SEMSTAMP subroutines
function SIG(s)

v ←Membd(s) // obtain embeddings of sentence s
c← LSH(v) // obtain signature c of the embedding
return c

end function

function MARGIN(s,m)
v ←Membd(s) // obtain embeddings of sentence s

x← mini=1,...,d{| cos(v, n(i))|} // compute the mini-
mum distance between v and all LSH normal vectors n(i).

return True If x ≥ m Else False
end function

tween the candidate vector and the normal vectors:
LSHi : Rh 7→ {0, 1} which gives the i-th digit sig-
nature, is defined by LSHi(v) = 1

(
n(i) · v > 0

)
4,

and LSH(v) = [LSH1(v)|| . . . ||LSHd(v)] is the
concatenation of all d digits.

2.2 SEMSTAMP: A Semantic Watermark with
Paraphrastic Robustness

We begin with a high-level overview of the SEM-
STAMP (Alg. 1). Our approach is motivated by the
intuition that paraphrasing alters the surface-form
tokens but preserves sentence-level semantics. We
apply the watermark at the sentence-level semantic
space (instead of the token-level vocabulary) to pre-
serve the watermark under token changes. To do
so, we use a semantic sentence encoder Membd that
produces vectors in Rh. In practice, we fine-tune an
off-the-shelf encoder with a contrastive objective
(Wieting et al., 2022) for paraphrastic robustness.

During the initialization of SEMSTAMP water-

4
1(·) is the indicator function.

marked generation, we partition the space of sen-
tence embeddings (produced by Membd) with the
LSH introduced in §2.1. Concretely, we initialize
the LSH : Rh 7→ {0, 1}d function by sampling nor-
mal vectors n(1) . . . n(d) to represent d hyperplanes,
and treat the space of LSH signatures {0, 1}d as a
natural partitioning of Rh into 2d regions.

At each generation step, given a sentence history
s(0) . . . s(t−1), we first produce the LSH signature
of the previously generated sentence SIG(s(t−1)),
where SIG(·) encodes and LSH-hashes the sen-
tence, as defined in Alg. 2. Next, we pseudoran-
domly divide the LSH partitions into a set of “valid”
regions G(t) and a set of “blocked” regions R(t),
where the masking is seeded by SIG(s(t−1)).5 To
produce the watermarked next sentence, we sample
with rejection a new sentence s(t) from the LM
until its embedding lies in the “valid” region in the
semantic space.6

To detect the SEMSTAMP watermark, we con-
duct a one-proportion z-test on the number of valid-
region sentences in the generated text. Since this
detection is similar to Kirchenbauer et al. (2023a),
we defer the details to §B.

Because a proper paraphrase should retain the
meaning of the original sentence, we hypothesize
that the LSH signature is likely to remain the same
after paraphrasing (Figure 4 provides empirical re-

5Kirchenbauer et al. (2023a) use “green/red” for vocabu-
lary split. Instead, we adopt “valid/blocked” as the terminol-
ogy for semantic region partition to be more accessible.

6We set a maxout number Nmax so that if there is still no
valid sentence after sampling Nmax times, we choose the last
sample as the next sentence.
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sults). Therefore, the valid region partition for
the next sentence would not change, ensuring the
watermark is still detectable after the paraphrase
attack. Below we explain each core component of
SEMSTAMP in detail.

Paraphrase-Robust Sentence Encoder A re-
quirement for SEMSTAMP is a semantic encoder
to map sentences into semantic embeddings. Our
encoder is built upon Sentence-BERT (SBERT;
Reimers and Gurevych, 2019), a fine-tuned siamese
network trained to produce sentence embeddings
whose cosine similarity mirror the semantic simi-
larity of the STS benchmark (Cer et al., 2017).

To enhance the encoder’s robustness to para-
phrase, we further fine-tune the SBERT model us-
ing contrastive learning (Wieting et al., 2022). For
each sentence si in a corpus, we first produce its
paraphrase ti using an off-the-shelf paraphrasing
model, Pegasus (Zhang et al., 2020).7 Next, we
sample a random sentence t′i from the corpus that
is not a paraphrase of si to serve as the negative
example. The objective promotes the original sen-
tence to be more similar to the paraphrase than the
negative example by a margin of δ > 0:

min
θ

∑

i

max
{
δ − fθ(si, ti) + fθ(si, t

′
i), 0

}
, (1)

where fθ is the cosine similarity between the em-
bedded sentences, fθ(s, t) = cos

(
Mθ(s),Mθ(t)

)
,

and Mθ is the encoder model with parameter θ.

Semantic Space Partitioning through LSH
During the initialization of watermarked gener-
ation, normal vectors n(1) . . . n(d) are randomly
drawn from the h-dimensional Gaussian distribu-
tion to represent d LSH hyperplanes in the seman-
tic space Rh. The hyperplanes are fixed during
generation and detection to serve as the basis for
partitioning. As introduced in §2.1, this induces a
d-bit binary signature LSH(v) for a vector v ∈ Rh.
Consequently, we use each of the 2d signatures
c ∈ {0, 1}d to represent a region in the semantic
space consisting of points with signature c.

During the generation of a new sentence s(t),
we apply a watermarking “mask” on the semantic
space by pseudorandomly partitioning the space
of signatures {0, 1}d into a valid region set G(t) of
size γ · 2d and a blocked region set R(t) of size
(1− γ) · 2d, where γ ∈ (0, 1) determines the ratio
of valid regions. The masking is seeded by the
LSH signature of the last sentence s(t−1) and thus

7Link to Pegasus paraphraser.
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Figure 2: An illustration for margin-based rejection.
Sentence embeddings at LSH hyperplane boundaries
are rejected (highlighted in red).

varies for each time-step t. Specifically, we convert
the binary signature SIG(s(t−1)) to decimal and
use [SIG(s(t−1))]10 × p to seed the randomization.
Here p is a large prime number and [.]10 an operator
that casts binary numbers to decimal numbers. The
condition for rejection sampling is that the LSH
signature of the new sentence must fall into one of
the valid regions, i.e., LSH(Membd(s

(t)) ∈ G(t).

Margin-Based Constraint for Robustness For
the SEMSTAMP algorithm to be robust, the LSH
signature of the sentences should remain the same
under paraphrase attack. Empirically, we found
the robustness from contrastive learning (Eq. 1)
is not strong enough to preserve consistent LSH
signature under paraphrasing. Therefore, we add
an additional rejection sampling requirement that
the sampled sentence s(t) must have the absolute
value of cosine similarity with each normal vector
n(i) larger than a margin m > 0:

min
i=1,...,d

| cos(n(i), vt)| > m, (2)

where vt = Membd(s
(t)) is the embedding of the

candidate next sentence.8

Visually, this is akin to rejecting sentences whose
embeddings lie near the boundaries of an LSH hy-
perplane. We illustrate this in Figure 2. In our
experiments (§3), we show that this margin-based
rejection requirement can effectively increase the
LSH signature robustness under paraphrasing.

2.3 The Bigram Paraphrase Attack

We develop a strong “bigram” paraphrase attack
with the following intuition. Because existing

8We discuss additional details on the condition for consis-
tent LSH signature in §E.
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token-level watermark algorithms hash the last gen-
erated token to determine the watermarking signa-
ture (Kirchenbauer et al., 2023a), any choice of
token at position t would affect the watermark of
position t + 1. Therefore, we hypothesize that
token-level watermarks might be especially sensi-
tive to bigram (two adjacent tokens) perturbation.

Motivated by this intuition, we propose and ex-
plore the bigram paraphrase attack, a simple yet
effective variant of the basic sentence-level para-
phrase attack. Specifically, given a neural para-
phrase model, we first decode a large number of
top-raking sequences s′1 . . . s

′
k with beam search,

obtaining k paraphrase candidates. Next, we select
the candidate that has the smallest bigram overlap
with the original sentence. Moreover, to preserve
the paraphrasing quality, we constrain the para-
phrase attack with BERTScore (Zhang et al., 2019)
between paraphrases and original sentences:

s′ = argmin
x∈{s′1,...,s′k}

B(x, s),

subject to S(s′1, s)− S(x, s) ≤ ∆ · S(s′1, s),

where s denotes the original sentence, B(x, s)
is a simple counting of overlapped bigrams be-
tween sequences x and s, S(x, s) denotes the
BERTScore between sequence x and s, and ∆ is
the BERTScore threshold ratio. See Figure 5 for
an example in action.

3 Experiments
3.1 Experimental Setup
Datasets We conduct experiments to validate the
detection robustness and quality of SEMSTAMP

on the RealNews subset of the C4 dataset (Raffel
et al., 2020), BookSum (Kryściński et al., 2021),
and Reddit-TIFU (Kim et al., 2019), a dataset with
informal text style. We further analyze the detec-
tion results and generation quality on 1000 random
samples.

Metrics We use binary classification metrics: (1)
area under the receiver operating characteristic
curve (AUC), and (2) the true positive rate when the
false positive rate is 1% or 5% (TP@1%, TP@5%),
i.e., the percentage of machine-generated text (the
“positive” class in the classification setting) that
is correctly detected when 1% and 5% of human
texts (the “negative” class) are misclassified as
machine-generated texts. A piece of text is classi-
fied as machine-generated when its z-score exceeds
a threshold chosen based on a given false positive

rate, which we explain in detail in §B. Differing
from KGW algorithm (Kirchenbauer et al., 2023a),
our algorithm treat sentences as the unit during
z-score computation.

To evaluate generation quality, we measure the
perplexity (PPL) with OPT-2.7B (Zhang et al.,
2022). Generation diversity is measured with tri-
gram text entropy (Zhang et al., 2018) (Ent-3), i.e.,
the entropy of the trigram frequency distribution
of the generated text. We also evaluate generations
with Sem-Ent (Han et al., 2022), an automatic met-
ric for semantic diversity. Following the setup in
Han et al. (2022), we use the last hidden states
of OPT-2.7B models on generations as their se-
mantic representation and perform k-means clus-
tering. Sem-Ent is the entropy of semantic cluster
assignments of test generations. We evaluate the
quality of paraphrases using BERTScore (Zhang
et al., 2019) between original generations and their
paraphrases.

Training, Generation, and Baselines For con-
trastive learning of SBERT, we paraphrase 8k para-
graphs of the RealNews dataset (Raffel et al., 2020)
using the Pegasus paraphraser (Zhang et al., 2020)
through beam search with 25 beams. We then fine-
tune an SBERT model9 with an embedding dimen-
sion h = 768 on this subset for 3 epochs with a
learning rate of 4×10−5, using contrastive learning
objective (Eq. 1). We set the contrastive learning
margin δ = 0.8 which is tuned from the dev set.

For watermarked generation, we use a fine-tuned
version of OPT-1.3B (Zhang et al., 2022) as our
base model to produce text with shorter length per
sentence and conduct sampling at a temperature of
0.7 following Kirchenbauer et al. (2023a) with a
repetition penalty of 1.05. Setting 32 as the prompt
length, we let 200 be our default generation length
but also experiment on various different lengths
(Fig. 3). To generate from SEMSTAMP, we sample
at a LSH dimension d = 3 with valid region ratio
γ = 0.25 and rejection margin m = 0.02. See §3.2
for the impact on hyperparameter choices.

We choose the popular watermarking algorithm
Kirchenbauer et al. (KGW; 2023a) as our main
baseline. In the paraphrase attack phase, we
paraphrase generations by SEMSTAMP and KGW
and compare their post-hoc detection rates after
attacks. We also experiment with a distortion-
free watermark by Kuditipudi et al. (KTH; 2023)
and UNIGRAM-WATERMARK (Zhao et al., 2023),

9sentence-transformers/all-mpnet-base-v1

4071



RealNews | BookSum | Reddit-TIFU

Paraphraser Algorithm AUC ↑ TP@1% ↑ TP@5% ↑
KGW 99.6 | 99.9 | 99.3 98.4 | 99.4 | 97.5 98.9 | 99.5 | 98.1No Paraphrase

SSTAMP 99.2 | 99.7 | 99.7 93.9 | 98.8 | 97.7 97.1 | 99.1 | 98.2

KGW 95.9 | 97.3 | 94.1 82.1 | 89.7 | 87.2 91.0 | 95.3 | 87.2Pegasus
SSTAMP 97.8 | 99.2 | 98.4 83.7 | 90.1 | 92.8 92.0 | 96.8 | 95.4

KGW 92.1 | 96.5 | 91.7 42.7 | 56.6 | 67.2 72.9 | 85.3 | 67.6Pegasus-bigram
SSTAMP 96.5 | 98.9 | 98.0 76.7 | 86.8 | 89.0 86.0 | 94.6 | 92.9

KGW 88.5 | 94.6 | 79.5 31.5 | 42.0 | 22.8 55.4 | 75.8 | 43.3Parrot
SSTAMP 93.3 | 97.5 | 90.2 56.2 | 70.3 | 56.2 75.5 | 88.5 | 70.5

KGW 83.0 | 93.1 | 82.8 15.0 | 39.9 | 27.6 37.4 | 71.2 | 49.7Parrot-bigram
SSTAMP 93.1 | 97.5 | 93.9 54.4 | 71.4 | 71.8 74.0 | 89.4 | 82.3

KGW 82.8 | 87.6 | 84.1 17.4 | 17.2 | 27.3 46.7 | 52.1 | 50.9GPT3.5
SSTAMP 83.3 | 91.8 | 87.7 33.9 | 55.0 | 47.5 52.9 | 70.8 | 58.2

KGW 75.1 | 77.1 | 79.8 5.9 | 4.4 | 19.3 26.3 | 27.1 | 41.3GPT3.5-bigram
SSTAMP 82.2 | 90.5 | 87.4 31.3 | 47.4 | 43.8 48.7 | 63.6 | 55.9

Table 1: Detection results under different paraphraser settings. All numbers are in percentages. ↑ indicates higher
values are preferred. The numbers in parenthesis show the changes over our baseline. SEMSTAMP is more robust
than KGW on multiple paraphrasers, datasets, and both the regular and bigram paraphrase attacks.

PPL↓ Ent-3↑ Sem-Ent↑
No watermark 10.02 12.17 5.53

KGW 12.17 12.10 5.47
SEMSTAMP 10.20 12.16 5.51

Table 2: Quality evaluation results. ↑ and ↓ indicate the
direction of preference (higher and lower). SEMSTAMP
preserves the quality of generated text.

but preliminary results show that KTH performs
poorly compared to both KGW and SEMSTAMP

against our paraphrase attacks for the AUC metric.
UNIGRAM-WATERMARK also demonstrates strong
robustness against paraphrase, but it is vulnerable
to being reverse-engineered (also see §D).

Paraphrase Attack For paraphrase attack exper-
iments, watermarked generations are paraphrased
sentence-by-sentence with the Pegasus paraphraser
(Zhang et al., 2020), the Parrot paraphrase used in
Sadasivan et al. (2023), and GPT-3.5-Turbo (Ope-
nAI, 2022). We use beam search with 25 beams for
both Pegasus and Parrot. For GPT-3.5-Turbo, we
provide the sentences before the current sentence
as the context and prompt the model to paraphrase
via the OpenAI API.10 A detailed description of
prompts is included in §E.

To implement the bigram paraphrase attack, we
prompt the GPT-3.5-Turbo to return 10 paraphrases
of the same sentence. For the Pegasus and Parrot
paraphrasers, we select the candidate sentence with

10https://platform.openai.com/playground/
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Figure 3: Detection results (AUC) under different gener-
ation lengths. SEMSTAMP is more robust than KGW
across length 100-400 tokens.

the least bigram overlap among the 25 beams from
beam-search, subject to a BERTScore constraint
of dropping no more than 10% of the score from
the first beam. For GPT-3.5-Turbo, the paraphrase
sample with the highest BERTScore is treated as
the first beam.

3.2 Results
Detection Table 1 shows detection results under
different paraphrasers and the bigram attack at gen-
eration length 200. SEMSTAMP is more robust to
paraphrase attacks than KGW across the Pega-
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sus, Parrot, and GPT-3.5-Turbo paraphrasers,
as measured by AUC, TP@1%, and TP@5%.
Although we only fine-tune the SBERT model on
data from the Pegasus paraphraser, SEMSTAMP

algorithm generalizes its robustness to different
paraphrasers (Parrot, GPT-3.5-Turbo) and works
on texts from different domains.

The bigram paraphrase attack effectively
weakens the token-level KGW algorithm while
SEMSTAMP is relatively unaffected. Pegasus bi-
gram attack can lower KGW’s AUC by 7.9% and
TP@5% by 27.1% on RealNews, whereas SEM-
STAMP only decreases by 3.5% and 13.2%. Fur-
thermore, the BERTScore for bigram paraphrase
does not change drastically compared to the regu-
lar paraphrases (Table 4 in §D), showing that the
bigram paraphrase attack still preserves paraphrase
quality due to the BERTScore constraints we add.
Kirchenbauer et al. (2023b) propose several alter-
native hashing schemes to the KGW algorithm. We
conduct paraphrase attack experiments on a recom-
mended scheme named SelfHash, and do not find
visible improvements to KGW, thus omitting the
results for brevity.

Quality Table 2 compares quality metrics of non-
watermarked generations with KGW and SEM-
STAMP generations. While KGW notably de-
grades perplexity due to the token-level noise
added to logits, the perplexity of SEMSTAMP
generation is on par with the base model with-
out watermarking. This confirms our hypothesis
that the sentence-level nature of SEMSTAMP is less
disruptive of token selections and preserves the
generation quality. Figure 5 and 6 provide qual-
itative examples of SEMSTAMP generations and
the bigram paraphrase attack. Compared to non-
watermarked generation, the sentences are equally
coherent and contextually sensible. SEMSTAMP
also preserves token and semantic diversity of
generation compared to non-watermarked gen-
eration and KGW generation, as measured by
the Ent-3 and Sem-Ent metrics, respectively.

Generation Length Figure 3 highlights that
SEMSTAMP is robust to both regular and bi-
gram paraphrase attacks across different generation
lengths as measured by the number of tokens. SEM-
STAMP has consistently higher AUC than KGW
(Kirchenbauer et al., 2023a).

Analysis Figure 4 shows that increasing margin
size m will increase the consistency of LSH sig-
natures (LSH consistency), the ratio of sentences
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Figure 4: Rejection margin and contrastive fine-tuning
effectively improve LSH Consistency.

that remain in the same valid region after being
paraphrased. A higher rejection margin will ensure
the sampled generations are further away from the
region boundary, thus less likely to shift to a dif-
ferent region after paraphrasing. However, a larger
margin will result in a slower generation speed, and
we find m = 0.02 works well empirically.

We also compare the LSH consistency before
and after fine-tuning SBERT with contrastive learn-
ing in Figure 4. Fine-tuning the encoder on
Pegasus-paraphrased data improves the LSH con-
sistency across different margins.

Applying the masking of semantic space parti-
tions and the rejection margin, SEMSTAMP makes
a trade-off between watermark detection accuracy
and generation speed. For our current hyperparam-
eter setting, 13.8 sentences are needed on average
to sample one valid sentence. As we explain in the
Limitations and Discussion section, this limitation
can be mitigated if we conduct batched sampling
of next sentences.

4 Related Work
Machine-generated text detection, aiming at distin-
guishing LLM-generated texts from human-written
ones, can be categorized into proactive and post-
hoc methods. Our focus, watermarked generation,
belongs to the first category.

Watermarked Generation Early approaches to
watermarking include text-meaning representation
tree for information hiding (Atallah et al., 2002),
and a watermarking scheme for machine transla-
tion using an output selector that considers hash-
ing operation (Venugopal et al., 2011). Water-
marked language generation, specifically pertinent
to LLMs, is a renewed trend of proactive machine-
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Prompt: Aylesbury’s new deputy area commander has been getting stuck in to his new role and says he’s determined
to make himself ‘approachable’.
Non-Watermarked Generation: Chief inspector Neil Kentish joined Thames Valley Police less than a week ago as
deputy chief Constable. He’s already got his work cut out as the force tries to tackle crime in the post Brexit age. Here
he shares his top tips for doing your job well. 1. Look the part – be respectful, look presentable, dress appropriately
and be on time. Keep an eye out for the telly chaps who may be trying to use you for your money – you should never
let this happen.

SEMSTAMP: Chief inspector Neil Kentish joined Thames Valley Police less than a month ago and has been thrust into
the hot seat of the Aylesbury District Commander team. He was chosen from a wide range of candidates put forward by
Deputy Chief Constable Peter Borsack, who said, “I am delighted to have appointed Neil as deputy chief officer of
police in Aylesbury District. He is a real character and I believe he will be a great addition to the team."
Pegasus Paraphrase: Neil Kentish was the chief inspector of Thames Valley Police. "I was thrust into the hot seat
of the district commander team a month ago." He was chosen from a wide range of candidates put forward by Peter
Borsack who said: "I am delighted to have appointed Neil as deputy chief officer of police in Aylesbury District. I think
he will be a great addition to the team."
Pegasus Bigram Paraphrase: Neil Kentish was the chief inspector of Thames Valley Police. He was put into the hot
seat of the district commander team a month ago. Neil was chosen from a wide range of candidates put forward by
Peter Borsack, who said he was delighted to have appointed Neil as deputy chief officer of police. "I think he will be a
good addition to the team. He will bring a good level of leadership and management skills to the community."

Figure 5: Generation Examples. Paraphrase examples are based on SEMSTAMP generations. Additional examples
are presented in Figure 6 in the Appendix. SEMSTAMP generations are equally coherent and contextually
sensible compared to non-watermarked generations.

generated text detection. The scheme works by
adding signatures imperceptible to humans during
decoding time to enable stable detection at a later
time. Kirchenbauer et al. (2023a) propose a wa-
termarking algorithm by adding token-level bias
(reviewed in §2). Kuditipudi et al. (2023) proposes
a distortion-free watermark that preserves the orig-
inal distribution of LM during watermarking. Yoo
et al. (2023) embeds multi-bit information into wa-
termark and enhances performance against corrup-
tion through a robust infilling model. They inject
the watermark via word replacement after initial
generation, which is incorporated into one-stage
watermarked generation by Wang et al. (2023).
Christ et al. (2023) propose a watermarking scheme
that is computationally undetectable without the se-
cret key in theory.

Importantly, these existing works employ a
token-level design and focus on span-level corrup-
tion such as editing and cropping, which renders
the watermarks susceptible to paraphrase attacks.

More related to our focus on paraphrase at-
tack, Krishna et al. (2023) propose a retrieval-
based method that requires saving all previously-
generated sequences, and Kirchenbauer et al.
(2023b) empirically shows that Kirchenbauer et al.
(2023a) is more robust under longer generation
length. Contemporary to our work, Zhao et al.
(2023) improves robustness via a cryptographic-
free watermark without hashing previous tokens,
which is more robust to editing and paraphrasing at-
tacks. To the best of our knowledge, our work is the

first sentence-level semantic watermark algorithm
targeted against paraphrase attacks.

Post-Hoc Detection of Machine-Generated Text
In post-hoc methods, applying binary classifica-
tion models is the most straightforward approach
(Zellers et al., 2019; Jawahar et al., 2020; Liu et al.,
2022; Mireshghallah et al., 2023; Pu et al., 2023).
These methods are applicable to black-box gen-
erators but need sufficiently large corpus for fine-
tuning. Another type of post-hoc detection is based
on statistical patterns within generation, includ-
ing token likelihood (Gehrmann et al., 2019), rank
(Solaiman et al., 2019), entropy (Ippolito et al.,
2020), and likelihood gap at perturbation (Mitchell
et al., 2023; Su et al., 2023). These methods have
better interpretability but are reliable only with
white-box access to generators. Sadasivan et al.
(2023) question the theoretical reliability of detec-
tion while Chakraborty et al. (2023) support detec-
tion is achievable.

We defer further related works on LSH, water-
marking for copyright, and contrastive learning to
§A due to space reasons.

5 Conclusion

We introduce SEMSTAMP, a novel sentence-level
semantic watermark for LLMs. The watermark
is injected by mapping candidate sentences into
embeddings with a paraphrase-robust encoder, par-
titioning the semantic space through LSH, and re-
jection sampling to generation sentences with valid
region embeddings. Empirical results show that
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SEMSTAMP is not only robust to paraphrase attacks
but also more quality-preserving than a token-level
baseline watermark algorithm. We also propose a
bigram paraphrase attack which effectively weak-
ens the token-level watermark while only causing
minor performance deterioration to SEMSTAMP.
We hope SEMSTAMP can serve as an effective
tool for regulating the proliferation of machine-
generated texts.

Limitations and Discussion

Robustness to Stronger Attacks Since SEM-
STAMP operates on the sentence level, it is not
robust against attacks on the inter-sentence level.
For example, a recently proposed paraphraser Dip-
per (Krishna et al., 2023) includes sentence reorder-
ing. Our algorithm is also less effective when the
machine text is embedded in a relatively large por-
tion of human text. We leave the exploration of
stronger attacks to future work.

Semantic Constraint from LSH While the LSH
partitioning divides the full semantic space into
sub-regions, enforcing the “valid region” require-
ment during generation may potentially reduce the
generation flexibility. Interestingly, we use a small
LSH dimension (d = 3) and we do not observe
a visible quality degradation. A potential expla-
nation is that with a smaller LSH dimension, the
valid partition also becomes larger, which does not
impose a strong semantic constraint and provides
enough diversity for generations, as we found in
our experiments (§3.2).

Speed Due to the nature of rejection sampling,
text generation with SEMSTAMP is slower than
non-watermarked generation by a factor of 20.9
with LSH dimension d = 3 and margin m = 0.02
(§3.2), and by a factor of 5.26 when d = 3 and
m = 0 (Table 3). However, since candidate sen-
tences for rejection sampling have the same LM
context, it is possible to conduct batch sampling
of candidate next sentences, which speeds up wa-
termarked generation while increasing the memory
overhead. We see the additional computation cost
for SEMSTAMP as a cost for robustness: adding the
watermark on the semantic space trades-off speed
for better detection accuracy under paraphrase at-
tacks. A potential mitigation to speed up is through
parallel decoding multiple sentences across mul-
tiple GPUs, which makes our algorithm a viable
option for cloud servers with ample computing.
For future work, it would be exciting to make this

procedure more efficient with techniques from con-
trolled generation (Weir et al., 2020a; Yang and
Klein, 2021; Keskar et al., 2019).

Reverse Engineering Since our sentence en-
coder and LSH hyperplanes are not public, it is
not straightforward for a curious attacker to reverse
engineer the configurations and we leave it for fu-
ture work to explore. The difficulty of reverse en-
gineering can also be increased by using a larger
LSH dimension, while the watermark could be less
robust to paraphrase attack.

Bigram Paraphrase Attack Control We control
the “intensity” degree of bigram paraphrase attack
by constraining the paraphrase candidate selection
with a BERTScore constraint. Removing the con-
straint will more forcefully lower AUROC at the
expense of paraphrase quality.

Finally, due to lack of space we defer discussions
on ethical impacts to §F.
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Supplemental Materials

A Additional Related Works

Locality-Sensitive Hashing in NLP The appli-
cation of locality-sensitive hashing (Indyk and Mot-
wani, 1998; Charikar, 2002) in NLP dates back to
Ravichandran et al. (2005), where LSH is used
for high-speed noun clustering. Van Durme and
Lall (2010) show that the LSH method of Charikar
(2002) can enable fast approximated online com-
putation of cosine similarity. Guu et al. (2018) use
LSH to efficiently compute lexically similar sen-
tences in a prototype-then-edit sentence generation
model. Closely related to our work, Weir et al.
(2020b) generate semantically diverse sentences by
conditioning a sequence-to-sequence model on the
LSH signature of sentence embeddings.

Watermarked Natural Language Data for Copy-
right Watermarked generation can be further ap-
plied for data copyright protection. Gu et al. (2022)
embed backdoor trigger words as black-box water-
marks into LLMs. Liu et al. (2023) propose a novel
watermark via backdoor-based membership infer-
ence, where backdoor watermarked texts poison
unauthorized training models. Yao et al. (2023) fo-
cus on protecting the copyright of prompts through
inserting the secret key into the prompt optimiza-
tion stage. These works mainly apply watermark
techniques for data copyright protections , whereas
our work focuses on exploring the robustness of
watermark against paraphrasing.

Contrastive Learning in NLP Contrastive learn-
ing (Hadsell et al., 2006) aims at improving the
distinguishability of representation by pulling over
positive pairs and pushing off negative pairs. In
the NLP domain, contrastive learning can be ap-
plied to sentence embedding (Logeswaran and Lee,
2018), and further used in downstream tasks like
natural language inference (Li et al., 2022), under-
standing (Fang et al., 2020), reasoning (Klein and
Nabi, 2020), classification (Choi et al., 2022) etc.
Logeswaran and Lee (2018) apply unsupervised
contrastive learning between current sentence can-
didates and context sentences to effectively learn
sentence representation. Gao et al. (2021) further
apply supervised contrastive learning in sentence
embedding by using annotated pairs from natural
language inference. Kim et al. (2021) propose a
self-guided contrastive learning between embed-
dings from a fixed model and a fine-tuned model.

B Watermark Detection

Kirchenbauer et al. (2023a) proposes using a one-
proportion z-test on the number of green list tokens
to detect watermarks, assuming the following null
hypothesis:

H0 : The text is not generated (or written)

knowing a watermarking green list rule.

The null hypothesis is rejected when the z-score
computed based on the number of green tokens in
a piece of text T exceeds a given threshold M :

zKGW =
NG − γNT√
γ(1− γ)NT

, (3)

where NG denotes the number of green tokens, NT

refers to the total number of tokens contained in
the given piece of text T , and γ is a chosen ratio of
green tokens. During detection time, the number of
green tokens in each piece of text will be counted.
According to Eq. 3, a higher ratio of detected green
tokens means a higher z-score, determining with
more confidence that the text is machine-generated.

We adapt this one proportion z-test to SEM-
STAMP, modifying the null hypothesis and using
sentence as our basic unit:

H0 :

The text is not generated (or written) knowing

a rule of valid and blocked partitions in the

semantic space.

zSEMSTAMP =
SV − γST√
γ(1− γ)ST

, (4)

where SV refers to the number of valid sentences,
γ is the ratio of valid sentences out of the total
number of sentences ST in a piece of text T .

During detection time, we first break a piece
of texts into individual sentences and detect
the number of valid sentences SV to calculate
zSEMSTAMP. We detect a machine-generated text
when zSEMSTAMP > Mr, where Mr is located ac-
cording to a given false positive rate r: We define
machine-generated as the positive class in classical
classification setting and non-machine-generated
as the negative class. We iterate through a range of
possible m ∈ [0, 6.0] until there is a Mr = m such
that r percentage of human (negative-class) texts is
misclassified as machine-generated. For example,
we let r = 0.05 for the TP@5% metric in Table 1.
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Prompt: NEW DELHI: Over fifteen years after the Concorde — the world’s first and only supersonic aircraft to be
used commercially — retired, US aerospace major Boeing has announced it is working on its successor.
Non-Watermarked Generation: The first commercial supersonic jet was developed in the late 1960s by British
Aerospace. However, the technology was never adopted by the industry. Boeing aims to change that. It has set up a
team of engineers who will work on developing the next Supersonic Jet.
Baseline Watermark: The company has called it the X-35. But it’s not yet clear when it might begin taking orders for
production. The project is named after Jason Xtra, who first proposed it in 1997 – after the US Air Force expressed
interest in it. However, Boeing hasn’t announced any orders for the X-35 yet.

SEMSTAMP: The company said it was committed to developing the space elevator and had launched a
concept for a space elevator in 2003. Boeing’s chief financial officer, Robert Lach Jr, said the company would spend
about $2 billion over the next five years on what is called the Space Elevator Initiative. Boeing estimated that an
elevator would cost between $8 billion and $10 billion to build, depending on the design.

Pegasus Paraphrase: The company launched a concept for a space elevator in 2003 and said it was com-
mitted to developing the space elevator. Boeing will spend $2 billion over the next five years on the Space Elevator
Initiative, according to Robert Lach Jr., the company’s chief financial officer. Depending on the design, an elevator
could cost between $8 billion and $10 billion.
Pegasus Bigram Paraphrase: In 2003 the company launched a concept for a space elevator. The company will spend
$2 billion over the next five years on the Space Elevator Initiative. Depending on the design, an elevator could cost as
much as $10 billion.

Figure 6: Additional Generation Examples. Non-Watermarked refers to the original model without adding
any watermark. Baseline Watermark refers to (Kirchenbauer et al., 2023a). Paraphrase examples are based on
SEMSTAMP generations.

LSH Dim (d) Average # of Sentences Sampled ↓ LSH Consistency ↑
3 5.26 .720
4 4.53 .666
8 4.26 .508

16 4.14 .335

Table 3: Effects of Increasing LSH Dimensions at mar-
gin m = 0.0. The sampling rate is the average num-
ber of sentences sampled to produce one valid (water-
marked) sentence.

C Effect of LSH dimension d

In Table 3, we discover that fewer LSH dimensions
will make a sentence more likely to stay in the same
region after being paraphrased. We define LSH
Consistency as the ratio of paraphrased sentences
that have the same LSH signature as the original
sentence over the total number of paraphrased sen-
tences. A higher consistency ratio indicates better
robustness.

Geometrically, when the LSH dimension is
lower, there are fewer partitioned semantic regions,
each having a larger space. A paraphrase will have
a similar representation with its source sentence in
the semantic space, which will be more likely to
remain in the same semantic region if each region
is larger.

On the other hand, lowering the number of LSH
dimensions will also slightly increase the average
number of sentences sampled to produce one valid
sentence (Average Number of Sentences Sampled).
We ultimately decide on a minor sacrifice in speed

for the gain of accuracy and choose d = 3. We
choose γ = 0.25 following Kirchenbauer et al.
(2023a), where the authors show that larger green-
list ratios will lower the z-score.

D Additional Experimental Results

We include additional experimental results on para-
phrase quality, i.e., the BERTScore between orig-
inal and paraphrased generations under different
settings, in Table 4.

We provide paraphrased detection results of the
KTH algorithm (Kuditipudi et al., 2023) in Table 6
and UNIGRAM-WATERMARK (Zhao et al., 2023)
in Table 5. We find that the KTH watermark per-
forms poorly against KGW and SEMSTAMP.

Although UNIGRAM-WATERMARK enjoys
strong robustness against paraphrasing attacks, it
has the crucial limitation of being readily hacked
by an adversary. Since Unigram-Watermark can
be understood as a variant of KGW (Kirchenbauer
et al., 2023a) but with only one fixed greenlist
initialized at the onset of generation. An adversary
can reverse-engineer this greenlist by brute-force
submissions to the detection API of |V | times,
where each submission is repetition of a token
drawn with out replacement from the vocabulary V
of the tokenizer. Therefore, upon each submission
to the detection API, the adversary will be able to
determine if the submitted token is in the greenlist.
After |V | times of submission, the entire greenlist
can be reverse-engineered. On the other hand,
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such hacks are not applicable to SEMSTAMP, since
SEMSTAMP does not fix the list of valid regions
and blocked regions during generation, and the
adversary needs to have access to the private
sentence embedder and LSH hyperplanes to hack
SEMSTAMP.

In summary, despite having strong robustness
against various paraphrase attacks, UNIGRAM-
WATERMARK has a notable vulnerability that may
limit its applicability in high-stake domains where
adversaries can conduct reverse-engineering.

Computing Infrastruture and Budget We run
sampling and paraphrase attack jobs on 8 A40
GPUs, taking up a total of around 100 GPU hours.

E Additional Details

Condition for consistent LSH signature For ro-
bustness, the SEMSTAMP algorithm would need
the LSH signature of the paraphrased sentence to
be unchanged from the signature of the original
sentence. This requires that for each LSH digit
i, the sign of the dot product between the embed-
ded sentence and the normal vector n(i) should not
change before and after paraphrasing:

1
(
n(i) · vorig > 0

)
= 1

(
n(i) · vpara > 0

)
,

∀i ∈ {1 . . . d},
(5)

where vorig = Membd(s
(t)) and vpara =

Membd(G(s(t))) are the embeddings for the orig-
inal and paraphrased sentences, respectively, and
G is the paraphraser.

Cosine Similarity In §2.2, we slightly abuse the
notation and use cos(x,y) to denote the cosine
similarity between two vectors x and y. That is,

cos(x,y) =
x · y
|x||y| . (6)

Sentence Delimitation During generation time,
a full candidate next sentence is considered gen-
erated if the language model has generated a new
delimiter punctuation, i.e., a comma, period, ques-
tion mark, or exclamation mark.

Data Preprocessing We separate the data points,
which are paragraphs of news (RealNews) and
book summaries (BookSum), into sentences us-
ing nltk.sent_tokenize. Additionally, we add a
period mark to every sentence that does not end in
a comma, period, question mark, or exclamation
mark.

Prompt for GPT-3.5-Turbo Paraphrase To use
GPT-3.5-Turbo as a paraphraser, we provide the
following prompt:

Previous context: {context} \n
Current sentence to paraphrase: {sent}

We define sent to be the target sentence to be
paraphrased, and context as the list of sentences
before the target sentence.

For the bigram paraphrase attack, we provide the
following prompt:

Previous context: {context} \n
Paraphrase in {num-beams} different ways

and return a numbered list : {sent}

where num-beams specifies the number of can-
didate sentences. A higher num-beams will
strengthen the bigram paraphrase attack but also at
the cost of more computational resources.

F Ethical Impacts

As language models become increasingly capable
of generating realistic texts, the risk of misusing
language model generations, such as spreading mis-
information, practicing plagiarism, and violating
copyrights, has become imminent. Furthermore, on
a fundamental level, the inability to distinguish hu-
mans from machines poses threats to establishing
the basic level of mutual understanding and trust
that bonds society. Robust detection of machine-
generated text is crucial for preventing the misuse
of large language models by properly attributing
the source of online texts. Although current LLMs
are often exposed to users as API endpoints, ma-
licious users can still postprocess and paraphrase
the API-generated response to escape the injected
watermark. This motivates us to study watermark
robustness against paraphrasing in this work. We
hope that the proposed SEMSTAMP algorithm can
mitigate the risk of LLM misuse by providing a
reliable method to counter paraphrasing attacks on
watermarked generations.
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RealNews BookSum

Algorithm↓ Paraphraser→ Pegasus Parrot GPT3.5 Pegasus Parrot GPT3.5

KGW 71.0 / 66.6 57.1 / 58.4 54.8 / 53.3 71.8 / 69.3 62.0 / 61.8 60.3 / 56.7
SSTAMP 72.2 / 69.7 57.2 / 57.4 55.1 / 53.8 72.7 / 70.2 62.9 / 62.4 61.8 / 58.4

Table 4: BERTScore between original and paraphrased generations under different settings. All numbers are in
percentages. The first number in each entry is under vanilla paraphrase attack while the second number is under the
bigram paraphrase attack. Bigram paraphrase attack poses only minor degradation on semantic similarity
with original sentence compared to vanilla paraphrase attack.

RealNews BookSum

Algorithm↓ Paraphraser→ Pegasus Parrot Pegasus Parrot

KGW 95.9 / 92.1 88.5 / 83.0 97.3 / 96.5 94.6 / 93.1
SSTAMP 97.8 / 96.5 93.3 / 93.1 99.2 / 98.9 97.5 / 97.5

UNIGRAM-WATERMARK 99.1 / 98.4 98.9 / 98.7 99.4 / 99.7 99.5 / 99.6

Table 5: Paraphrased detection results of UNIGRAM-WATERMARK. We find that UNIGRAM-WATERMARK
demonstrates strong robustness against paraphrase attacks, but has the vulnerability to being reverse-engineered,
which we discuss in §D.

BookSum

Algorithm AUC ↑ TP@1% ↑ TP@5% ↑
KGW 95.9 82.1 91.0
KTH 51.7 5.0 5.8

SEMSTAMP 97.8 83.7 92.0

Table 6: Paraphrased detection results on the BookSum
dataset. The paraphraser used is Pegasus. We find that
the KTH watermark performs poorly against KGW and
SEMSTAMP.
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