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Abstract

Decoding continuous language from brain ac-
tivity is a formidable yet promising field of
research. It is particularly significant for aiding
people with speech disabilities to communicate
through brain signals. This field addresses the
complex task of mapping brain signals to text.
The previous best attempt reverse-engineered
this process in an indirect way: it began by
learning to encode brain activity from text and
then guided text generation by aligning with
predicted brain responses. In contrast, we pro-
pose a simple yet effective method that guides
text reconstruction by directly comparing them
with the predicted text embeddings mapped
from brain activities. Comprehensive exper-
iments reveal that our method significantly
outperforms the current state-of-the-art model,
showing average improvements of 77% and
54% on BLEU and METEOR scores. We fur-
ther validate the proposed modules through de-
tailed ablation studies and case analyses and
highlight a critical correlation: the more pre-
cisely we map brain activities to text embed-
dings, the better the text reconstruction results.
Such insight can simplify the task of recon-
structing language from brain activities for fu-
ture work, emphasizing the importance of im-
proving brain-to-text-embedding mapping tech-
niques.

1 Introduction

Decoding continuous language text from brain ac-
tivity stands as a groundbreaking endeavor at the
nexus of neuroscience, linguistics, and artificial
intelligence. Such an advancement promises to rev-
olutionize communication, offering a new voice
to those with speech impairments(Wolpaw et al.,
2002; Haynes and Rees, 2006). Beyond enhancing
communication, this research offers profound in-
sights into the brain’s language processing, paving
the way for interfaces that integrate thought and
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speech effortlessly (Norman et al., 2006; Naselaris
et al., 2011; Wang et al., 2024).

While trials using invasive technologies like
ECoG have shown promise(Willett et al., 2023),
the broad application of these methods is ham-
pered by the limited public availability of invasive
data and the complexities associated with neuro-
surgery. Decoding continuous language from non-
invasive brain recordings, which are more acces-
sible, remains a formidable challenge. This diffi-
culty mainly stems from the intricate and dynamic
relationship between language and the neural re-
sponses it elicits, further complicated by the inher-
ently noisy nature of non-invasive neuroimaging.
The previous best attempt to tackle this issue first
encoded brain activity from text with a linear model
and then used this to guide text generation by align-
ing it with predicted brain responses (Tang et al.,
2022). However, whether such an indirect method
is optimal for the decoding task and whether a
linear model is adequate for continuous text gen-
eration are questionable. Although this method
has shown some improvement over random-level
performance, the advancements are marginal.

Addressing the complex challenge of decoding
continuous language from brain activities, we intro-
duce MapGuide, a simple yet effective two-stage
framework. The first stage learns to map brain ac-
tivity to text embeddings with a Transformer-based
mapper. We improve the mapper’s resilience to
neural noise by employing a random mask method
for data augmentation and contrastive learning. In
the second stage, a pre-trained text generator is
guided by text embeddings predicted with the map-
per to produce text that closely aligns with the
embeddings. MapGuide’s integration of these two
stages offers a more direct and effective solution
for translating neural signals into a coherent text.

Experiments show that the proposed method
achieves a new state-of-the-art (SOTA) result in
reconstructing continuous language from fMRI-
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based brain recordings, significantly higher than
the previous best attempt as measured by four
different types of metrics. Our investigation fur-
ther reveals an interesting contrast in compati-
bility patterns between frameworks: while previ-
ous encoding-based frameworks excel with linear
models in linking brain activity and language, the
decoding-based framework demonstrates superior
performance when paired with non-linear models,
underscoring a pivotal shift in approach for op-
timal results. We also find a clear link between
the accuracy of mapping brain activities to text
embeddings and improved text reconstruction per-
formance. This insight simplifies the task of re-
constructing language from brain activities, empha-
sizing the importance of refining the brain-to-text
embedding mapping process.

2 Related Work

2.1 Reconstructing Language from fMRI

The pioneering work of decoding language from
fMRI-recorded brain activities can be traced back
to Michael et al.’s paper in 2008. Since then,
this area has primarily focused on word-level and
single-sentence-level decoding, greatly enhancing
our understanding of neural representations. Ini-
tially, fMRI decoding at the word level was ap-
proached through pairwise classification, choosing
the most appropriate word from a pair (Mitchell
et al., 2008; Palatucci et al., 2009). Some work
comprehensively explained the influence of differ-
ent factors on word decoding (Wang et al., 2020).
More recent efforts have concentrated on aligning
cognitive signals with a limited vocabulary, typi-
cally up to a thousand words for word-level decod-
ing (Défossez et al., 2023), or incorporating these
into sentence embeddings for sentence-level decod-
ing, also using pairwise classification (Pereira et al.,
2018; Sun et al., 2019, 2021). The latest research
in this field has been exploring various strategies
for decoding fMRI to text, including prompt-based
and direct decoding approaches (Zou et al., 2021,
2022; Tang et al., 2022; Xi et al., 2023).

2.2 Text Generation with Pre-trained
Language Model

The field of neural decoding has significantly ad-
vanced with the emergence of pre-trained language
models. Generative models like GPT (Radford
et al., 2018) and GPT2 (Radford et al., 2019) have
become especially notable for their capacity to pro-

duce coherent, contextually relevant text, aligning
closely with underlying neural patterns. Addition-
ally, applying BART (Lewis et al., 2020) in fMRI
decoding has proven its effectiveness in generative
decoding tasks. This further emphasizes the crucial
role of pre-trained language models in progressing
the realm of fMRI decoding.

3 Methodology

3.1 Motivation and Overview

In this section, we explore the characteristics of
fMRI data and brain language representations that
have led to the development of our MapGuide
framework.

Firstly, the relationship between input language
and the aroused neural responses is non-linear,
highly complex, and dynamic. Secondly, fMRI
recordings are characterized by their inherent noise,
arising from various physiological and scanner-
related sources. While these recordings capture
responses to linguistic stimuli, they also pick up
signals from various other cognitive activities. Last
but not least, fMRI primarily measures changes
in blood-oxygen-level-dependent (BOLD) signals.
A common observation in fMRI data is the simi-
larity in signal magnitudes across adjacent voxels,
indicating a level of spatial redundancy.

To address these challenges, we introduce
MapGuide, a direct two-stage framework as illus-
trated in Figure 1. Stage A employs a Transformer-
based mapper to map brain activity to text em-
beddings, aiming to capture the complex brain-
language interaction. We further apply contrastive
learning with random masking, targeting the noises
and spatial redundancy of fMRI data. Stage B then
guides text generation using a pre-trained text gen-
erator, guided by the learner mappers in Stage A,
making full use of recent developments of large
language models.

3.2 Stage A: Mapping from Brain Activities to
Text Embeddings

We have developed a mapper to predict fMRI to
text features (see Appendix B for details) while
enhancing fMRI representation robustness. Our
mapper consists of the fMRI encoder E and the text
embedding projector D. The encoder E processes
fMRI data into a latent space, which the text embed-
ding projector then translates into text embeddings.
We first optimize the Mean Squared Error (MSE)
loss between predicted and ground truth text em-
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Figure 1: Structure of MapGuide to generate text from brain imaging. Stage A maps brain imaging to text
embeddings, while stage B generates texts under the guidance of the mapper.

beddings. The loss LMSE is formulated as:

T̂ = D(E(F )) (1)

LMSE =
1

N

N∑

i=1

D∑

j=1

(eij − êij)
2 (2)

where N and D denote the batch size and dimen-
sion number of text embedding while e and ê are
the respectively the ground truth and predicted em-
beddings.

To learn denoised fMRI representations, our
model further incorporates contrastive learning
with random masking technique M(·, ratio), gen-
erating masked data Fm = M(F, ratio) and treat-
ing masked samples as positive samples to the un-
masked input. Without loss of generality, we use
infoNCE loss as the loss function for contrastive
learning(Oord et al., 2019). The fMRI projector
P derives the hidden layer representation, with the
infoNCE loss calculated as follows:

H = P(E(F )) (3)

Hm = P(E(Fm)) (4)

LinfoNCE = −
N∑

i=1

log
exp(hi · hmi /η)

∑N
j=1 exp(hi · hmj /η)

(5)

where N is the number of samples in the batch, and
η is the temperature parameter for the InfoNCE
loss.

A hybrid loss function combining LMSE and
LinfoNCE ensures accurate text reconstruction and
effective differentiation between samples.

3.3 Stage B: Guiding Language Generation
with the Mapper

In Stage B, following the acquisition of text rep-
resentations in Stage A, we use a pre-trained gen-
erative language model for text generation, as il-
lustrated in Figure 1. The model, implementing a
beam search algorithm (Tillmann and Ney, 2003),
generates multiple continuations for each sequence
in the beam at each time step. We then evaluate the
similarity of these continuations to our predicted
text representation, retaining the most likely ones
for the next step. This process iteratively contin-
ues, aligning the generated text with the brain’s
representations until the sequence is complete.

4 Experimental Setup

In this section, we will first introduce the task and
the fMRI dataset, then describe evaluation metrics,
baselines to be compared, and implementation de-
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tails.

4.1 Task

The text decoding task involves analyzing a se-
ries of fMRI images paired with corresponding
timestamps to reconstruct the text heard by a
subject at specific times. This process is repre-
sented as F := {(f1, τ1), (f2, τ2), . . . , (fm, τm)},
where each pair (fi, τi) corresponds to an fMRI
image taken at time τi, with m being the to-
tal number of images. The aim is to predict
a series of words and their timings, denoted as
W := {(w1, t1), (w2, t2), . . . , (wn, tn)}, where
each (wi, ti) indicates the predicted word wi at
time ti, and n is the number of words in the predic-
tion sequence.

The fMRI images are captured at consistent time
intervals, known as the repetition intervals (TR), en-
suring uniformity in {τi}. Predicting each word’s
timing in W uses a linear word rate model, fo-
cusing on the brain’s auditory cortex to maintain
uniformity in {ti}. The task’s goal is to identify
words and their timings that closely resemble the
original word series, mathematically formulated
as:

ŵi = argmax
wi

p(wi|F , ti) (6)

4.2 Dataset

We use the dataset provided by LeBel et al. (2023)
to evaluate decoding performance, concentrating
on perceptual speech task responses. The dataset
includes a set of training stories and one test story,
comprising 27,449 fMRI samples in the training set
and 291 in the test set, collected from three subjects
who listened to identical training and testing stories.
The fMRI data were acquired with a TR of 2 sec-
onds. The dataset also includes word information
and timestamps for each word. We select 10,000
cortical voxels for decoding purposes, consistent
with those chosen by Tang et al..

4.3 Metrics

Text generation quality is assessed by comparing
generated text to the actual text using a 20-second
sliding window. The word order in each window
is categorized into reference (ground truth) and
prediction columns. To establish a baseline, 200
random sequences are generated, and their average
performance is used for comparison.

We calculate two primary metrics: the positive
rate and the story-zscore. The positive rate mea-
sures how frequently the similarity between the
reference and prediction exceeds a certain thresh-
old, indicating minor (micro) improvements in
decoding performance over random. The story-
zscore assesses the overall (macro) improvement
by calculating the deviation of predicted similar-
ity from the average similarity of all random se-
quences. To evaluate the similarity of reference
and prediction, various language similarity met-
rics are employed, including Word Error Rate
(WER), BLEU-1 (BLEU)(Papineni et al., 2002),
METEOR (METR)(Banerjee and Lavie, 2005), and
BERTScore (BERT)(Zhang et al., 2020). For more
details, see the Appendix A.

4.4 Baseline

In our study, we have chosen the approach by Tang
et al. as the baseline for text decoding. This de-
cision was influenced by two key factors. Firstly,
our decoding and evaluation process is uniquely
designed to be stepwise and timestamp-based. This
choice is based on the practical application sce-
narios of neural decoding, particularly in the field
of brain-computer interfaces. For practical human
needs, the ability to collect signals step-by-step dur-
ing human language expression and generate words
accordingly is more in line with the application sce-
nario of human conversation. Therefore, starting
from practical application scenarios, we prefer to
choose a task form that is closer to real-world use.
Secondly, the multi-subject model utilized in stud-
ies such as Xi et al. (2023) significantly differs
from the single-subject focus of our task, making
them less suitable for direct comparison.

4.5 Implementation

To implement Stage A, we employ the Hugging-
face Transformers library based on PyTorch. While
training the models in Stage A, we partition the
datasets into training and validation sets with an
80% - 20% split ratio. We train separate models
for each of the three subjects. For Stage B, we use
the same structure of our baseline. Since changing
the hyperparameters of Stage B will affect the ran-
dom generation, we use the same hyperparameters
by Tang’s method. Additionally, we leverage the
pre-trained GPT model introduced by Tang for two
purposes: feature extraction and text generation.
All experimental procedures are carried out using
eight NVIDIA GeForce GTX 1080 Ti GPUs. The
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Subject Method WERzs BLEUzs METRzs BERTzs Avgzs WERpos BLEUpos METRpos BERTpos Avgpos

S1

Tang w/ N-E 7.08 4.35 4.11 5.40 5.24 79.57 75.31 69.09 76.91 75.22
Tang 9.57 4.77 5.67 9.53 7.39 89.70 80.11 79.57 81.17 82.64 

MapGuide 14.02 11.14 11.56 13.81 12.63 96.45 94.67 92.18 93.25 94.14

S2

Tang w/ N-E 4.85 2.82 2.57 4.00 3.56 77.98 66.96 63.77 73.00 70.43
Tang 7.70 6.87 6.67 7.79 7.26 80.82 87.21 83.84 82.42 83.57

MapGuide 11.84 10.31 10.11 12.36 11.16 91.47 95.91 92.36 90.23 92.49 

S3

Tang w/ N-E 8.28 5.58 5.73 8.16 6.94 86.15 83.66 80.46 77.26 81.88
Tang 13.01 7.61 10.46 15.21 11.57 94.14 83.13 85.79 87.03 87.52 

MapGuide 13.02 11.27 11.09 16.57 12.99 90.94 90.76 89.17 95.38 91.56

[a]

[b]

Upper-bound Tang’s Baseline MapGuide

Table 1: Evaluation metrics of decoding results. [a] Word-error rate (WER), BLEU, METEOR (METR), and
Bert-score (BERT) of decoding results. w/N-E denotes with non-linear encoder. Definitions of metrics are detailed
in Section 4.3. [b] BLEU and METEOR (Story-Zscore) of the optimal upper-bound, Tang’s baseline, and our
MapGuide as depicted along window times.

hyper-parameter settings to achieve the best perfor-
mance are detailed in the ablation study in Section
5.2.

5 Results

In this section, we will first compare the metrics of
text reconstruction of MapGuide against the previ-
ous SOTA. We will then conduct a detailed ablation
study to evaluate the efficacy of MapGuide’s mod-
ules and discuss the influence of hyper-parameter
setting. We will lastly do a correlation analysis of
the experimental results.

5.1 Reconstruction Results
Experiment results of metrics are shown in Ta-
ble 1[a]. The results show that the performance
of the nonlinear-based decoding model is signifi-
cantly better than those of the other two models.
Our model achieves an accuracy exceeding that
of Tang’s method in the story-zscore of BLEU by

77% (calculated by (11.14−4.77)/4.77+(10.31−
6.87)/6.87 + (11.27 − 7.61)/7.61 ≈ 77% ) and
of METEOR by 54%.

The BLEU and METEOR scores along window
times are shown in Table 1[b]. As can be seen
from the line chart, our method significantly out-
performs the baseline model at many time points in
all three subjects. The advantages of the non-linear
decoding model framework are verified through
experiments. Meanwhile, the superior performance
of the upper bound indicates the great potential of
the neural decoding-based framework. The experi-
mental results consistently show that the non-linear
decoding model is superior in most cases. Inter-
estingly, linear encoding models rank better than
non-linear encoding models, consistent with the hy-
pothesis that non-linear models are better suited for
high-to-low-dimensional tasks. In contrast, linear
models excel in low-to-high-dimensional tasks.

To have a qualitative impression of the text recon-
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Ground Truth MapGuide
i say you know what uh this is a little funny but you're 
gonna have to show me the way to get home because 
although i'm twenty three years old i don't have my 
driver's license yet

i say no and then he goes i can't i don't know i'm too old 
to drink i didn't have a license for years i couldn't do it 
and

and i just jumped out right when i needed to and she says 
well why don't you come back to my house and i'll give 
you a ride i say ok great and we start walking and uh

but i wanted to so i said no so we go back to her place 
and i say hey come over and we start talking and then we 
get

that's not i don't know where i want to be but i know it's 
not that and then it gets a little deeper and we share 
some other stuff about what our lives are

i know that i didn't really understand it but i remember a 
lot of other stories i used to share with my friends that 
are related

Table 2: Samples of reconstructed language text. The highlighted text in blue and orange represents the parts of the
MapGuide that are semantically identical or similar to the ground-truth text.

Hyper 
Parameter ID Decoder 

Type
Contrast
Weight

Mask
Ratio

Selected
Layer Cos S1 Cos S2 Cos S3

Decoder 
Type

1 Linear NaN NaN NaN -0.55 1.16 -0.25
2 Non-Linear 0 NaN NaN 18.34 17.06 20.01

Contrast 
Weight

3 Non-Linear 0 NaN NaN 18.34 17.06 20.01
4 Non-Linear 0.05 0.2 6 18.48 17.45 20.43
5 Non-Linear 0.1 0.2 6 18.39 17.61 20.24
6 Non-Linear 0.15 0.2 6 18.63 17.36 20.57
7 Non-Linear 0.2 0.2 6 18.77 17.35 20.89

Mask
Ratio

8 Non-Linear 0.15 0 6 18.74 17.14 20.45
9 Non-Linear 0.15 0.05 6 18.83 18.11 20.83
10 Non-Linear 0.15 0.1 6 18.70 17.66 20.80
11 Non-Linear 0.15 0.15 6 18.42 17.06 20.34
6 Non-Linear 0.15 0.2 6 18.63 17.36 20.57

Selected
Layer

9 Non-Linear 0.15 0.05 6 18.83 18.11 20.83
12 Non-Linear 0.15 0.05 4 19.23 17.53 21.35
13 Non-Linear 0.15 0.05 2 18.99 17.47 21.30

Table 3: Results of ablation experiments in Stage A on all three subjects S1-S3. We use the cosine similarity between
predicted and ground truth text embeddings as the metric. Cells with colored shades denote the hyper-parameters
tuned in one ablation group and resulting metrics. For example, cells with green shades denote that mask ratio is the
parameter to be tuned while other parameters are kept the same.

structed by our model, we randomly select some
samples and depict them in Table 2. As shown
in the samples, though not fully resembling the
ground truth, the texts reconstructed by our model
have several fragments semantically identical or
similar to the ground truth.

5.2 Ablation Study

Our framework is a two-stage pipeline. In this sec-
tion, we will conduct an ablation study to specify
the effects of hyper-parameter settings on Stage
A’s intermediate results and Stage B’s final text
reconstruction performance.

5.2.1 Effects of Hyper-paramters on
Intermediate Results

In Stage A, we train a Transformer-based mapper to
predict text embeddings from brain activities with
contrastive learning. This stage has three essential
hyper-parameters: the weight of contrastive loss,
the masking ratio for contrastive learning, and the
layer of the fMRI encoder connected to the fMRI
projector. We will study the effects of tuning these
hyper-parameters according to how they influence
the quality of mapped text embeddings. We use the
cosine similarity between the mapped and ground
truth text embeddings as the metric to assess these
intermediate results.
Effects of Tuning Contrastive Loss Weight
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Ablation Parameter ID Decoder
Type Contrast Selected 

Layer
Mask
Ratio BLEUzs METRzs BLEUpos METRpos

Decoder Type
1 Linear No NaN NaN 1.73 1.03 63.94 54.71
2 Non-Linear No NaN NaN 10.61 8.86 93.96 87.03

Contrast
3 Non-Linear Yes 2 0.05 11.14 11.56 94.67 92.18
2 Non-Linear No NaN NaN 10.61 8.86 93.96 87.03

Selected 
Layer

3 Non-Linear Yes 2 0.05 11.14 11.56 94.67 92.18
4 Non-Linear Yes 4 0.05 10.62 9.54 91.83 88.10
5 Non-Linear Yes 6 0.05 10.01 8.68 91.65 83.84

Mask Ratio

6 Non-Linear Yes 2 0.00 10.34 11.63 89.17 90.23
3 Non-Linear Yes 2 0.05 11.14 11.56 94.67 92.18
7 Non-Linear Yes 2 0.10 8.92 8.93 87.03 86.86
8 Non-Linear Yes 2 0.15 9.95 9.86 95.03 89.17

Best Parameter 3 Non-Linear Yes 2 0.05 11.14 11.56 94.67 92.18

Table 4: Results of ablation experiments for text reconstruction. We use BLEU and METR for the paramount
accuracy of the ablation. Cells with colored shades denote the hyper-parameters tuned in one ablation group and
resulting metrics. For example, cells with green shades denote that mask ratio is the parameter to be tuned while
other parameters are kept the same.

The weight of contrastive loss conditions the
importance of learning denoised fMRI representa-
tions in Stage A. As shown in Table 3 experiments
3 - 7, setting the largest weight of 0.2 yields the
best text embeddings on two of the three subjects.
On only subject 2, a medium weight of 0.1 yields
better performance. On all the subjects, setting
the weight as 0 predicts the worst quality embed-
dings. These results demonstrate the importance
of using contrastive learning to produce denoise
representations.
Effects of Tuning Masking Ratio

In Stage A, we are conducting contrastive learn-
ing with masked fMRI; the masking ratio on fMRI
is thus a critical hyper-parameter to be considered.
As shown in Table 3 experiments 6,8,9,10,11, a
mask ratio of 5% has been enough to achieve the
best embedding mapping performance on all sub-
jects. Not using masking or a more considerable
masking tends to degrade the performance. This
is within expectation. As we introduce in Section
3.1, masking may help target the spatial redun-
dancy in fMRI. However, masking too much on the
neuro-image could cause a loss of information and
introduce further noise.
Effects of Layer Selection

As shown in Figure 1, by default, the output
of the fMRI encoder will be input to the fMRI
projector to conduct contrastive learning. However,
we are curious if using the output shallower layers
of the fMRI encoder could yield better performance

since we may learn denoised fMRI representations
at earlier stages. So in Table 3 experiments 9,12
and 13, we select different layers of fMRI encoder
of which output is fed to the fMRI projector. We
find that on two subjects, selecting a medium layer
leads to the best embedding predictions.

5.2.2 Effects of Hyper-parameters on Final
Text Reconstruction

To ensure a fair comparison with the previous
SOTA approach, we follow their settings of hyper-
parameters for the text generation model in Stage B.
So, the hyper-parameters that will largely influence
the text reconstruction performance are for Stage
A’s mapper model. We use the mappers trained
with different sets of hyper-parameters to guide
the text generation and present the performance of
Stage B in Table 4. Due to space limits, we only
present the results on subject S1 without losing
generalizability.

We found that the hyper-parameters yielding the
best intermediate results in Stage A still mostly
lead to better text generation performance, and
vice versa. For example, in Table 4’s experi-
ments 3,6,7,8 that display the effects of mask ratio,
we still find that a mask ratio of 5% yields the
best final text reconstruction performance. Replac-
ing our proposed mapper with a linear regression
model yields the worst embedding prediction per-
formance, as shown in Table 3’s experiment 1. It
also leads to the lowest text reconstruction accu-
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Figure 2: An error band line chart depicting the relationship between the embedding prediction performance of
Stage A’s learned mapper and the final text reconstruction metrics. We plot with the BERT and METEOR scores
on all three subjects, with the statistical scope covering all models mentioned in the ablation experiments and the
optimal upper-bound. The values of embedding prediction performance have been standardized.

racy in Stage B, as depicted in. However, there
are also minor exceptions. In Table 3, we find
that selecting medium layers of fMRI encoder for
contrastive learning leads to better embedding pre-
dictions. However, in Table 4’s experiments 3-5,
introducing contrastive learning even earlier leads
to better final text reconstruction accuracy. In the
following case study section, we will check if there
were correlations between the embedding predic-
tion performance in Stage A and the final text re-
construction performance in Stage B.

5.3 Correlation Analysis
In previous sections, we observe a tendency that
the better the mapper performs in Stage A to pre-
dict text embeddings, the more likely the mapper
can guide a better text reconstruction in Stage B.
This is also intuitive since a high-quality mapper
could more accurately guide the text generator to
reconstruct semantic-related contents. In this sec-
tion, we will check whether such intuitions comply
with our experimental results.

We present an error band line chart in Figure 2,
using the normalized embedding prediction perfor-
mance of the mapper in Stage A as the X-axis and
the final text reconstruction performance in Stage B
as the Y-axis. Like in prior sections, we still use the
cosine similarity of predicted and ground-truth em-
beddings to measure the performance of the map-
per. We plot the line charts with the experimental

results of all three subjects. The blue lines in Figure
2 fit our real experiment results, while the shades
reflect the variance. Figure 2 shows a clear positive
correlation between the embedding prediction per-
formance and text reconstruction metric. This is
an informative finding of our work. Following this
finding, we can simplify the highly complex task
of decoding continuous text from brain activities
by focusing on improving the mapping from neural
activations to text embeddings.

6 Conclusion

In this paper, we propose MapGuide, a simple yet
effective double-stage framework for reconstruct-
ing continuous language from brain activities. In
the first stage, we learn a mapper that decodes text
embeddings from brain activities with contrastive
learning. In the second stage, the mapper is applied
to supervise a text generation model. MapGuide
exceeds the previous SOTA by a large margin on all
evaluation metrics. Through comprehensive abla-
tion studies and in-depth case analyses, we further
substantiate the efficacy of MapGuide’s modules.
Our research further reveals a direct correlation
between the precision of mapping brain activities
to text embeddings and the subsequent improve-
ments in text reconstruction performance. This
insight can be informative in streamlining the intri-
cate process of language reconstruction from brain
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activities. By enhancing the mapping from brain
activities to text embeddings, we can significantly
simplify and improve the task of language recon-
struction.

Limitation

To date, our testing has been limited to English
single-subject datasets. Expanding our analysis to
encompass single-subject data in languages other
than English, such as Chinese, presents a promising
avenue for future research(Wang et al., 2022). Nev-
ertheless, our current approach has yet to undergo
validation from a cross-lingual perspective.

Additionally, we have yet to explore utilizing
more intricate structures for fMRI reconstruction
extensively. Previous research has demonstrated
the efficacy of pre-training-based architectures in
image decoding (Chen et al., 2023; Sun et al.,
2023a,b, 2024). In our forthcoming work, we ex-
plore incorporating more complex reconstruction
methods.
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A Details of Metrics

We assess text generation quality by comparing
the generated text’s word time series with the ac-
tual text, following the methodology proposed by
Tang et al.. This evaluation employs a fixed-length
window (20 seconds) that slides along both the
ground truth sequence W and the predicted se-
quence Ŵ , covering the period from tstart to tend.
In each window, the word order is categorized into
two columns: Ri for the reference (ground truth)
sequence and Pi for the prediction. To establish
a baseline for comparison, we generate 200 ran-
dom sequences. The average performance of these
sequences serves as the benchmark for random per-
formance.

The formulas for these metrics are:

simpos =
|{Ri ∈ R : sim(Ri, Pi)− µi > 0}|

S
(7)

simZS =

∑
i sim(Ri,Pi)

S − µ

σ
(8)

In these equations, S is the total number of win-
dows, sim(Ri, Pi) represents the similarity be-
tween Ri and Pi, and µi and σi are the mean and
standard deviation of similarity for each window,
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respectively. µ and σ denote the average similar-
ity’s mean and standard deviation across all random
sequences.

Various language similarity metrics are em-
ployed in the sim(Ri, Pi) measure, including Word
Error Rate (WER), BLEU-1 (BLEU)(Papineni
et al., 2002), METEOR (METR)(Banerjee and
Lavie, 2005), and BERTScore (BERT)(Zhang et al.,
2020). WER calculates the number of edit opera-
tions needed to transform the prediction into the
reference. BLEU counts the occurrences of pre-
dicted unigrams in the reference, measuring pre-
cision. METEOR considers synonyms and stem-
ming, combining predicted and reference unigrams.
BERTScore uses contextualized embeddings for
recall, applying inverse document frequency (IDF)
importance weighting computed across the training
dataset’s stories.

B Acquisition of Text Embeddings

We replicate the methodology outlined in prior re-
search by Tang et al. to generate a stimulus matrix
that corresponds to the fMRI data. For each word-
time pair (si, ti) within every narrative, we input
the word sequence (si−5, si−4, . . . , si−1, si) into a
language model. From the model’s hidden layer,
we extract semantic features of si, resulting in a
revised list of vector-time pairs (Mi, ti), where Mi

signifies an n-dimensional semantic embedding for
si. These pairs are resampled utilizing a three-lobe
Lanczos filter to synchronize the vectors with the
fMRI acquisitions. Subsequently, we employ a lin-
earized Finite Impulse Response (FIR) model to fit
every cortical voxel in each subject’s brain(Huth
et al., 2016). For each of the n features, we apply a
distinct linear temporal filter with four delays (t−1,
t−2, t−3, and t−4 timepoints), resulting in a total
of 4n features. All punctuation is removed during
the representation acquisition and text generation
process.
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