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Abstract

This paper investigates the optimal selection
and fusion of feature encoders across multiple
modalities and combines these in one neural
network to improve sentiment detection. We
compare different fusion methods and exam-
ine the impact of multi-loss training within
the multi-modality fusion network, identify-
ing surprisingly important findings relating
to subnet performance. We have also found
that integrating context significantly enhances
model performance. Our best model achieves
state-of-the-art performance for three datasets
(CMU-MOSI, CMU-MOSEI and CH-SIMS).
These results suggest a roadmap toward an op-
timized feature selection and fusion approach
for enhancing sentiment detection in neural net-
works.

1 Introduction

In recent years, the multimodal affective comput-
ing field has seen significant advances in feature
extraction and multimodal fusion methodologies in
recent years (Garg et al., 2022), enabling a more
nuanced understanding of human emotions by ef-
fectively synthesizing audio, text, and visual sig-
nals (Sun et al., 2023a; Yu et al., 2021). This study
presents a series of experiments that delve into
feature selection, comparative analysis of fusion
network performance, multi-loss training, and con-
text modeling utilizing audio and text from three
datasets: CMU-MOSI (Zadeh et al., 2016), CMU-
MOSEI (Bagher Zadeh et al., 2018) , and CH-
SIMS (Bagher Zadeh et al., 2018). Our research
aims to pioneer state-of-the-art (SOTA) approaches
in affective computing tasks, achieved by identi-
fying optimal features for each modality, devising
the most effective methods for their fusion, and
refining training methodologies to enhance perfor-
mance.

* These authors contributed equally to this work.
Code is released at: https://github.com/zehuiwu/
MMML

Hand-crafted feature extraction algorithms often
lack flexibility and generalization across diverse
tasks. To overcome these limitations, recent studies
have proposed fully end-to-end models that jointly
optimize feature extraction and learning processes
(Dai et al., 2021; Han et al., 2021). Our work
leverages feature representations derived from pre-
trained models across different modalities, com-
bining them into an end-to-end framework, which
provides a comprehensive and adaptable solution
for multimodal affective feature computation.

In multimodal fusion, the challenge lies in ef-
fectively fusing diverse signals, including natu-
ral language, facial gestures, and acoustic behav-
iors. Methods like the Tensor Fusion Network
(TFN)(Zadeh et al., 2017) have been proposed to
model intra-modality and inter-modality interac-
tions. More recently, transformer encoder struc-
tures with cross-modal attention have gained popu-
larity for integrating multimodal data (Tsai et al.,
2019a; Yu et al., 2023a), with continous efforts to
improve representations of multimodal information
(Qian et al., 2023; Hu et al., 2022). Building from
these ideas, we propose a robust fusion network
structure that integrates cross-modal attention and
self-attention, with additional feed-forward layers
to refine the representations. Furthermore, our ap-
proach experiments with restoring original signals
during the fusion process.

Our experimental analysis has identified the
most efficacious features for different modalities
and compared various fusion network methods for
amalgamating audio and text signals. Our findings
reveal that the incorporation of audio signals consis-
tently elevates performance metrics. More notably,
our transformer fusion network demonstrates a re-
markable enhancement of results and and achieves
state-of-the-art performances across all datasets.
Additionally, our exploration into multi-loss train-
ing has yielded two significant observations: first,
the utilization of distinct labels for each modality
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in multi-loss training markedly benefits the models’
performance; second, training with multimodal fea-
tures not only boosts overall model performance
but also notably enhances accuracy in the single-
modality subnet. Furthermore, we compared two
context modeling methods and found that contex-
tual integration significantly amplifies model per-
formance across all metrics. These novel findings
have advanced our understanding of multi-modal
sentiment analysis.

2 Related Work

Existing research on multimodal affective comput-
ing often employs hand-crafted algorithms to per-
form initial feature representation extraction and re-
trieve some fixed representations for each modality
(Shenoy and Sardana, 2020; Delbrouck et al., 2020).
However, for these, the extracted features are static
and lack the flexibility to be further fine-tuned for
different target tasks; also, the manual determina-
tion of feature extraction algorithms can lead to
sub-optimal performance due to constraints in gen-
eralization across diverse tasks (Dai et al., 2021).
To address these issues, recent studies have pro-
posed fully end-to-end models, effectively bridg-
ing the gap between feature extraction and learning
processes (Dai et al., 2021; Wang et al., 2020). Our
research also emphasizes an end-to-end structure
that optimizes both phases jointly, presenting a
comprehensive and adaptable solution for multi-
modal affective feature computation.

Lexical features, owing to pre-training on ex-
pansive corpora through Transformer-based mod-
els, often outperform other modalities. Some re-
cent work aims to improve model performance by
incorporating speech information inside the text
model such as SPECTRA (Yu et al., 2023b), by
pre-training a speech-text transformer model to cap-
ture the speech-text alignment effectively. A sim-
ilar innovative method is the Transformer-Based
Speech-Prefixed Language Model (TEASEL) (Arj-
mand et al., 2021), which incorporates speech as a
dynamic prefix along with the textual.

Many studies have explored multimodal hu-
man language time-series data, which typically
includes a mixture of natural language, facial
gestures, and acoustic behaviors. However, fus-
ing these into a unified representation presents
a significant challenge due to the variable sam-
pling rates across modalities and the difficulty in
determining intra-modality dependencies. Vari-

ous methods have been proposed to model the
interaction across modalities (Barezi and Fung,
2019), such as the Tensor Fusion Network (Zadeh
et al., 2017), which utilizes the Cartesian prod-
uct of different modalities to model both intra-
modality and inter-modality interactions. More
recent work has shifted toward employing trans-
former encoder structures to integrate these signals
via cross-modality attention. The MULT model
(Tsai et al., 2019a) has pioneered this approach,
introducing directional pairwise cross-modal atten-
tion. This method allows for interaction between
multimodal sequences across distinct time steps
and inherently adapts streams from one modality
to another. Further research has also leveraged this
concept of cross-modality attention (Goncalves and
Busso, 2022; Paraskevopoulos et al., 2022), yield-
ing valuable insights into how multimodal data can
be processed more effectively. We enhance this
approach by employing a self-attention encoder
and a feed-forward network to further optimize
the multimodal representation after one modality
is projected into another using the cross-modality
attention module, thus enriching our ability to pro-
cess and understand multimodal data.

3 Methodology

The model for sentiment detection in our study
involves two primary components: the feature net-
work and the fusion network. Each of these has its
own unique mechanisms and contributes towards
the overall functioning of our proposed Multi-
Modality Multi-Loss Fusion Network (MMML)
as illustrated in Figure 1. Additionally, We adopted
multi-loss training, experimented with restoring
original signals, and explored context modeling.

3.1 Feature Network

The Feature Network employs two different pre-
trained models for text and audio processing. The
text subnet leverages RoBERTa (Liu et al., 2019),
chosen for its significantly superior performance
on various downstream tasks. The audio subnet
employs different models for different languages:
HuBERT (Hsu et al., 2021) for Mandarin and
Data2Vec (Baevski et al., 2022) for English. This
ensures the optimized extraction of features from
the given modalities, setting a solid foundation for
the subsequent fusion process.

The details and results of the feature network
selection process are in Appendix A.5, and the
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Figure 1: Our Model Structure
Figure 2: Model Variations

experiments that lead to the exclusion of the vision
modality are in Appendix A.3 and A.4.

3.2 Fusion Network

The Fusion Network is the heart of the MMML,
where the information from multiple modalities
is combined. This network is divided into three
smaller components as shown in the yellow portion
of Figure 1.

First, there is a Cross-Attention Encoder, which
adopts a mechanism similar to the self-attention en-
coder but which employs a query from one modal-
ity and uses keys and values generated from an-
other modality. This cross-modal interaction aims
to capture the inter-dependencies between different
modalities, contributing to a more holistic under-
standing of the data. This encoder is defined as:

Attention(Qm1,Km2, Vm2) = softmax
(
Qm1K

T
m2√

dk

)
Vm2

where:

Qm1 = Wq · fm1

Km2 = Wk · fm2

Vm2 = Wv · fm2

We denote queries as Qm1 (from modality 1)
and the keys and values as Km2 and Vm2 (from
modality 2). fm1 is the feature from modality 1
and fm2 is the feature from modality 2. In Figure

1, the text feature ft is utilized to build the query
qt for text and is also used to construct the key
ka and value va for audio. The cross-attention
encoder essentially projects the hidden states from
one modality into the space of another modality.

Also, our proposed network includes additional
Self-Attention Encoders. The self-attention mech-
anism was originally designed to find the correla-
tion within a single modality, thereby capturing the
intra-modal dynamics of the data. In our model,
the self-attention module serves to model the con-
nections across time steps of the new feature repre-
sentation after passing through the cross-modality
encoder.

Finally, our model includes a Pointwise Feed-
Forward Network which applies fully connected
feed-forward networks and ReLU activation func-
tions to each individual position, further refining
the encoded feature representations. Through com-
bining these methodologies, we aim to optimize the
multi-modal feature extraction and fusion process,
enhancing the MMML’s performance in sentiment
detection tasks.

3.3 Multi-Loss Training
In order to leverage multi-loss training, we mod-
ified the architecture of our fusion network to in-
corporate an additional fully-connected layer at the
termination of each feature network, as illustrated
in the green portion of Figure 1. This modifica-
tion enables two additional outputs from individ-
ual modalities, in addition to the combined feature
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output. This design facilitates the application of
three distinct loss functions during training, each
corresponding to one of the outputs. Despite the
classification being conducted using only the out-
put from the fusion network, the final loss is the
summation of losses from the subnets and the loss
from the fusion network:

Loss =
∑

m∈{a,t,f}
αm ∗ loss_fn(ym, targetm)

The source of targets from different modalities
is explained in section 4.5 and we witness no sig-
nificant boost in performance by adjusting α to be
other than 1.

The rationale behind implementing additional
losses for each individual modality is to bolster the
respective feature networks’ comprehension and
processing of their respective signals. Given that
each feature network perceives and handles signals
distinctively, akin to how humans discern emotions
through different sensory signals, the multi-task
loss serves a dual purpose: first, it encourages each
feature network to refine its method of processing
its specific modality, akin to honing the "sense"
associated with that modality; second, it trains the
fusion network to effectively combine the distinct
signals relayed by the feature networks, as guided
by the loss from the combined modality.

Through this multi-loss training approach, we
create a model that efficiently mirrors human-like
multi-modal emotion perception, each modality
working independently and collaboratively to un-
derstand the comprehensive emotional context.

3.4 Original Signal Restoration
In our investigation of the fusion network, we de-
veloped two variants designed to mitigate potential
loss of original signals during the cross-modal pro-
jection process, as shown in Figure 2. Because the
cross-attention mechanism projects one modality
into another, some original signals might be ob-
scured or lost. Therefore, these variations aim to
combine the original signal with the projected sig-
nal, thereby enhancing the ability of the network to
learn from both signals simultaneously.

The first is Concatenation Variation, which con-
catenates the original feature with the fused feature.
The second is the Transformer Variation. This
variation merges the original hidden states and the
fused hidden states along the feature dimension and
uses transformer encoders to further process these
combined hidden states.

This fusion of original and projected information
within each modality aims to maintain the integrity
of the original signals, while also integrating the
enriched cross-modal information. The combined
features then go through a linear layer and are sub-
sequently concatenated with features from other
modalities.

3.5 Context Modeling
We explored the integration of contextual data (pre-
vious utterances) into existing model frameworks,
specifically contrasting two distinct methodologies
for context integration. These methodologies were:
(i) the concatenation of context (previous utter-
ances) and the current utterance as a singular input
stream to the model, and (ii) independent pro-
cessing of context (previous utterances) and cur-
rent utterance, followed by a subsequent fusion
of their respective representational outputs. The
first method treats the concatenated input as a sin-
gle utterance and gives one representation, while
the second processes the context and current input
separately and gives one representation for each.

4 Experiments

4.1 Experimental Setup
4.1.1 Datasets
We use three primary datasets, each characterized
by its unique properties and content, to test the per-
formance of the Multi-Modality Multi-Loss Fusion
Network on sentiment detection.

The CMU-Multimodal Opinion Sentiment and
Emotion Intensity (CMU-MOSI) (Zadeh et al.,
2016): This dataset, developed in English, includes
audio, text, and video modalities compiled from
2199 annotated video segments collected from
YouTube monologue movie reviews. It offers a
focused approach to studying sentiment detection
within the context of film critiques.

The CMU-Multimodal Sentiment Analysis
(CMU-MOSEI) (Bagher Zadeh et al., 2018) is an
extension of CMU-MOSI, incorporating the same
modalities of audio, text, and video from YouTube
videos, but it has a broader scope, covering a wider
range of topics, and is more substantial in size, with
23,453 annotated video segments.

The Chinese Multimodal Sentiment Analysis
Dataset (CH-SIMS) (Yu et al., 2020) includes the
same modalities in Mandarin: audio, text, and
video, collected from 2281 annotated video seg-
ments. It includes data from TV shows and movies,
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Model CMU-MOSI CMU-MOSEI
ACC2Has0 F1Has0 ACC2Non0 F1Non0 ACC7 MAE Corr ACC2Has0 F1Has0 ACC2Non0 F1Non0 ACC7 MAE Corr

LMF - - 82.5 82.4 33.20 0.917 0.695 - - 82.0 82.1 48.00 0.623 0.700
TFN - - 80.8 80.7 34.90 0.901 0.698 - - 82.5 82.1 50.20 0.593 0.677
MFM - - 81.7 81.6 35.40 0.877 0.706 - - 84.4 84.3 51.30 0.568 0.703
MTAG - - 82.3 82.1 38.90 0.866 0.722 - - - - - - -
SPC - - 82.8 82.9 - - - - - 82.6 82.8 - - -
ICCN - - 83.0 83.0 39.00 0.862 0.714 - - 84.2 84.2 51.60 0.565 0.704
MuIT 81.50 80.60 84.10 83.90 - 0.861 0.711 - - 82.5 82.3 - 0.580 0.713
MISA 80.79 80.77 82.10 82.03 - 0.804 0.764 82.59 82.67 84.23 83.97 - 0.568 0.717
COGMEN - - 84.34 43.90 - - - - - - - - -
Self-MM 84.00 84.42 85.98 85.95 - 0.713 0.798 82.81 82.53 85.17 85.30 - 0.530 0.765
MAGBERT 84.20 84.10 86.10 86.00 - 0.712 0.796 84.70 84.50 - - - - -
MIMM 84.14 84.00 86.06 85.98 46.65 0.700 0.800 82.24 82.66 4 85.97 85.94 54.24 0.526 0.772
TEASEL 84.79 84.72 87.5 85 47.52 64.4 83.6 - - - - - - -
SPECTRA - - 87.5 - - - - - - 87.34 - - - -
UniMSE 85.85 85.83 86.9 86.42 48.68 69.1 80.9 85.86 85.79 87.5 87.46 54.39 52.3 77.3
MMML 85.91 85.85 88.16 88.15 48.25 64.29 83.8 86.32 86.23 86.73 86.49 54.95 51.74 79.08
+ context 87.51 87.45 89.69 89.67 50.34 58.31 86.93 87.24 87.18 88.02 88.15 55.74 49.22 81.37

(a) CMU-MOSI and CMU-MOSEI

ACC2 ACC3 ACC5 F1 MAE Corr

EMT 80.1 67.4 43.5 80.1 39.6 62.3
MMML(ours) 82.93 69.37 49.38 82.9 33.2 73.26

(b) CH-SIMS

Table 1: Comparison with SOTA: Achieved best performance on three datasets. All experimental results presented
are averages derived from three separate runs. The performances of baselines are shared by their authors.

making it culturally distinct and diverse, and pro-
vides multiple labels for the same utterance based
on different modalities, which adds an extra layer
of complexity and richness to the data.

These datasets provide a broad and multi-
cultural perspective on sentiment detection, allow-
ing for a thorough evaluation and comparative anal-
ysis of the MMML’s performance across diverse
data landscapes.

4.1.2 Baseline Models
In our comprehensive evaluation of the MMML
model, we conducted a detailed comparison with a
wide array of baseline models in multimodal sen-
timent analysis. This comparison included several
categories of models, each representing a unique
approach to multimodal learning.

The first category consisted of early multimodal
fusion methods, including Tensor Fusion Network
(TFN) (Zadeh et al., 2017), Low-rank Multimodal
Fusion (LMF) (Liu et al., 2018), and Multimodal
Factorization Model (MFM) (Tsai et al., 2019c).
These models are foundational in early multimodal
fusion approaches to multimodal analysis.

The second category focused on methods that
enhance multimodal integration through more mod-
ern modality interaction modeling methods. This
includes the multimodal Transformer (MulT) by
Tsai et al. (2019b), Interaction Canonical Correla-
tion Network (ICCN) by Sun et al. (2019), Sparse

Phased Transformer (SPC) by Chen et al. (2021),
and Modal-Temporal Attention Graph (MTAG) by
Yang et al. (2021). These models represent a signifi-
cant advancement in handling complex multimodal
interactions.

The third category encompasses models that pri-
oritize modality consistency and difference. This
includes MISA (Hazarika et al., 2020), which man-
ages modal representation space, Self-MM (Yu
et al., 2021) which leverages multi-task learning
from unimodal representations, MAG-BERT (Rah-
man et al., 2020) with its innovative fusion gate,
and MMIM (Han et al., 2021) which focuses on
maximizing mutual information hierarchically. We
also evaluated models focusing on self-supervised
learning Transformers for combined modalities,
such as TEASEL (Arjmand et al., 2021), and those
exploring speech-text alignment like SPECTRA
(Yu et al., 2023b).

Further broadening our comparison, we included
models like COGMEN (Joshi et al., 2022), which
consider the multimodal conversational context.
A noteworthy inclusion was UniMSE (Hu et al.,
2022), a model proposing a knowledge-sharing
framework that unifies multimodal sentiment anal-
ysis and emotion recognition in conversation tasks,
currently regarded as the state-of-the-art (SOTA)
method.

In comparing the feature extractor between ours
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and the baselines, we find our approach to be on
par with the baselines in terms of selecting feature
extractors. Like ours, the majority of the baseline
models employ advanced pre-trained models for
feature extraction. For example, TEASEL adds
speech tokens on top of a pre-trained RoBerta dur-
ing training, which also uses advanced pre-trained
models as the feature extractor, which is compara-
ble to ours.

Our methods further explore the effectiveness
of cross-modality attention, aiming to further op-
timize the multimodal representation during the
projection of one modality into another, along with
enhancing to select optimal training methods in-
cluding multi-loss training and context-modeling,
thus enriching our ability to process and understand
multimodal data.

4.1.3 Metrics
Our MMML model was evaluated using metrics
consistent with existing research against existing
benchmarks, which enables comprehensive evalu-
ation of our model’s performance across diverse
sentiment analysis dimensions (detailed descrip-
tions in Appendix A.6). Additional sets of ablation
experiments on different components of the model
were conducted for analysis, to interpret and ex-
plain the model performance.

4.2 Results

Our overall results are shown in Table 1. When
compared with contemporary state-of-the-art mod-
els, our method emerges as a robust performer, of-
fering superior outcomes for both CMU-MOSI and
CMU-MOSEI. Among recent models, UniMSE
(Hu et al., 2022) has delivered the best results on
the English datasets. Nonetheless, our MMML
model surpasses UniMSE in most of the evalua-
tion metrics, reinforcing the effectiveness of our
approach. Adding context further elevates perfor-
mance substantially for all metrics.

For CH-SIMS, one state-of-the-art model is the
Efficient Multimodal Transformer (EMT) (Sun
et al., 2023b), which has demonstrated a high de-
gree of performance over existing methods. Our
MMML model also significantly outperforms EMT
across all metrics, further underscoring the poten-
tial of our fusion network.

We also note that our model uses only audio and
text signals, while these other models take advan-
tage of all three signals. This further proves the
effectiveness of our model. These results not only

Feature name ACC2

openSMILE 0.6696
Mel Spectrogram 0.6805
Fine-tuned HuBert(CH) 0.7465

(a) CH-SIMS

Feature name ACC2

openSMILE 0.4606
Mel Spectrogram 0.4519
Fine-tuned Data2vec(EN) 0.7099

(b) CMU-MOSI

Table 2: Audio Feature Selection Results: Fine-tuning
a pre-trained audio model works significantly better than
using other audio features.

validate our multimodal fusion network but also
affirm the robustness of our chosen methodology
for sentiment detection tasks. Our impressive per-
formance on all three datasets, CMU-MOSI, CMU-
MOSEI, and CH-SIMS, verifies the versatility and
adaptability of our MMML model, emphasizing its
value in advancing the field of sentiment detection.

4.3 Audio Feature Comparison
To incorporate the best speech information into our
model, the initial stage of our experimentation pro-
cess involved comparing the performance on audio
features for sentiment analysis from two datasets,
CMU-MOSI (English) and CH-SIMS (Mandarin),
using openSMILE and Mel spectrograms, each
with customized parameters for optimal feature ex-
traction to compare with features from a pre-trained
audio model (details in Appendix A.2).

Upon evaluation of the different audio feature
extraction methods shown in Table 2, we found that
use of a pre-trained model for raw audio yielded
higher accuracy rates: accuracy rates of approx-
imately 71% and 75% were achieved for CMU-
MOSI and CH-SIMS, respectively. This outper-
formed the other two hand-crafted features (openS-
MILE and Mel spectrograms) by a significant mar-
gin. Interestingly, openSMILE and Mel spectro-
grams displayed comparable performance on CH-
SIMS. However, their performance on CMU-MOSI
was notably subpar. We hypothesize that CH-SIMS,
comprising audio from TV shows and movies,
presents a more straightforward task for audio sen-
timent detection.

This analysis highlights the effectiveness of us-
ing pre-trained models for raw audio in achieving
superior sentiment classification accuracy. It also
underscores the need to consider the characteris-
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tics and source of audio data in applying different
feature extraction techniques.

4.4 Fusion Network Ablation Experiment
In our ablation study focusing on the fusion net-
work with the CMU-MOSI dataset, we identified
crucial components that significantly contribute to
the network’s performance. Specifically, the self-
attention layers and the three fully connected layers
following the cross-attention layers proved to be
vital, as demonstrated in Table 8 of Appendix A.7.

Upon removing the self-attention layers, we ob-
served a noticeable decline in model performance
across all metrics. This decline became more pro-
nounced when both the self-attention and fully con-
nected layers were eliminated. These findings un-
derscore the importance of these components in
enhancing and refining modality representations
within the fusion network, highlighting their inte-
gral role in our model’s architecture.

4.5 Comparison of Simple Concatenation and
Fusion Network

To demonstrate the superiority of our proposed
fusion network, we compared it to concatenation.
Upon analysis of our results (Table 3), we observed
that the introduction of the transformer fusion net-
work yielded improvements in performance in most
metrics for CMU-MOSEI and CH-SIMS, and for
half of the metrics for CMU-MOSI. These results
underscore the effectiveness of our transformer fu-
sion network in enhancing cross-modality model-
ing and suggest its potential as a powerful tool for
multi-modal sentiment detection.

Beyond these observations, it is important to
highlight that both methods which combined audio
and text signals outperformed methods utilizing
only text signals in all metrics across the three
datasets. A noteworthy increase in performance
was recorded on the CH-SIMS dataset upon the
addition of audio signals, while the two English
datasets, CMU-MOSI and CMU-MOSEI, exhib-
ited smaller improvements. The substantial im-
provement observed in CH-SIMS can be attributed
to two factors. First, CH-SIMS assigns unique
labels to audio and text, thereby facilitating the net-
work’s ability to learn distinct signals from each
modality. Second, the source for CH-SIMS is TV
show and movie videos, which typically display
easily-interpretable sentiments. This characteristic
probably contributes to the effectiveness of combin-
ing audio and text signals for sentiment detection.

4.6 Multi-loss Training Experiments

To investigate the effectiveness of multi-loss train-
ing, we performed comparative experiments on two
different datasets: CMU-MOSEI and CH-SIMS.
CMU-MOSEI provides a single target for each
utterance, whereas CH-SIMS offers different la-
bels for each modality in addition to the combined
modalities. We easily adapted multi-loss training to
CH-SIMS, given its distinct labels for each modal-
ity. For CMU-MOSEI, we duplicated the single
target across different losses to enable multi-task
training.

The results, as shown in Table 4, were striking:
while multi-loss and single-loss training performed
similarly on CMU-MOSEI, multi-loss training sig-
nificantly boosted performance on CH-SIMS. This
underscores the value of unique labels for each
modality when employing multi-loss training. The
improved performance on CH-SIMS can be at-
tributed to the distinct nature of the signals pro-
cessed by each feature network. Since audio in-
cludes acoustic signals that are not present in the
text, it is common for them to produce different
sentiments. Having distinct labels assists each net-
work in learning better how to process its unique
signal.

Surprisingly, as shown in Table 5, the multi-loss
training also contributed to an enhanced perfor-
mance of the text subnet when compared to train-
ing with only the text. The additional audio signal
appears to support the performance improvement.
This suggests that even when the goal is to use
only the text input for inference, multi-loss training
can be beneficial. The text subnet, after training
with the multi-modal model, can be extracted and
used independently, offering superior performance
compared to being trained alone.

Interestingly, this improvement was not observed
in the audio subnet, potentially due to the stronger
signal from the text subnet (reflected by a 10%
higher accuracy when trained alone) which made
it easier to train, and thus the network might have
focused on reducing its loss.

In summary, the benefits of multi-loss training
are threefold. First, it substantially boosts the per-
formance of the entire network when distinct labels
for different modalities are available. Second, loss
from other modalities enhances the performance
of the text subnet, indicating that we can utilize
other modalities in training even when the text sub-
net is the only required component for inference.
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Third, it is capable of handling missing modalities,
enabling outputs when only text or audio inputs
are available. These findings shed light on the
potential of multi-loss training in the context of
multi-modality fusion networks, opening avenues
for further research and optimization.

4.7 Results for Original Signal Restoration
To understand the effect of restoring original sig-
nals, we conducted a comparative analysis of pro-
posed fusion network variations, which reveals a
relatively consistent performance across all vari-
ations. As shown by the results presented in Ta-
ble 6 in Appendix A.7, the three methods demon-
strate similar performance across all metrics for
both CMU-MOSEI and CH-SIMS. Surprisingly,
re-incorporating the original signal into the fused
signal did not lead to any significant improvement
in performance. In essence, while similar perfor-
mance across different fusion network variations
was unanticipated, it paves the way for a deeper
understanding of the interactions within the fusion
network and the role of original signals in such
approaches.

4.8 Context Modeling Experiments
In our investigation, we sought to explore the in-
tegration of contextual information utilizing the
CMU-MOSI dataset, characterized by many se-
quential utterances in dialogues, in contrast to the
CH-SIMS dataset.

This exploration was initially conducted utiliz-
ing solely textual data streams to compare the
two methods ((i) concatenation and (ii) indepen-
dent processing), with different contextual window
lengths (i.e., the number of preceding utterances
considered as contextual input). As shown in Table
7 of Appendix A.7, our empirical findings indicated
a superior capacity for context window manage-
ment in the (ii) methodology that processes context
and current utterance separately. Notably, while
the optimal performance of the (i) concatenation
approach was observed at a window of 1, the (ii)
independent processing method exhibited perfor-
mance enhancements up to a context window of 2.
In addition, the (ii) independent processing method
demonstrated superior performance across all eval-
uated metrics.

We next extended our research to the incorpo-
ration of audio signals, examining the effect of
various permutations of context window lengths of
both text and audio inputs. Optimal results were

achieved with a textual context window of 2 and an
auditory context window of 1. As shown in Table
1, this contextual model markedly outperformed
our best non-contextual model across all evaluative
metrics, identifying a significant advancement in
the model’s performance capabilities.

5 Conclusion

In conclusion, this study has provided novel, im-
portant findings for multi-modal sentiment analysis
that should benefit future researchers in the design-
ing of sentiment analysis and other models. First,
the use of pre-trained models for raw audio yielded
superior results, highlighting their effectiveness in
feature extraction. Second, combining audio and
text signals consistently outperformed using text
signals alone, with the transformer fusion network
showing promise in enhancing cross-modality mod-
eling. Third, multi-loss training proved beneficial
for performance, particularly with unique labels for
each modality. Fourth, context information boosts
model performances significantly. Last, achieving
state-of-the-art results on three sentiment detection
datasets underscores the effectiveness of our ap-
proach.

Moreover, in analysis of ablation studies, we
show model performance can be improved through
a method that reflects a similar pattern with hu-
man understanding of sentiment analysis through
the multi-loss training. Moreover, multimodal fea-
tures improve both the overall model performance
in multimodality and in single-modality input set-
tings. We provide more effective ways to handle
missing modalities and utilized individual modality
representation, by allowing the model to train on
multimodal features and boost performance on sin-
gle modality input using multi-loss training. Still,
the performance of fusion network variations did
remain consistent, prompting further investigation.
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Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

text-only 84.89 84.86 87.04 87.07 54.81 47.32 66.62 83.27
concatenation 85.77 85.74 87.6 87.62 56.51 48.79 64.27 84.06
+ fusion network 85.91 85.85 88.16 88.15 56.08 48.25 64.29 83.8

(a) CMU-MOSI
Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

text-only 84.81 84.95 86.34 86.19 54.99 52.7 53.31 78.6
concatenation 84.77 84.9 86.82 86.65 55.99 53.94 51.63 79.81
+ fusion network 86.32 86.23 86.73 86.49 57.32 54.95 51.54 79.08

(b) CMU-MOSEI

ACC2 ACC3 ACC5 F1 MAE Corr

text-only 79.21 65.06 42.02 79.14 42.65 59.4
concatenation 81.91 70.68 47.12 82.1 34.96 72.37
+ fusion network 82.93 69.37 49.38 82.9 33.2 73.26

(c) CH-SIMS

Table 3: Concatenation vs. Transformer Fusion: Integration of audio signals enhances performance across almost
all metrics, with more pronounced impact on CH-SIMS. Implementing the Fusion Network augments performance
slightly in most metrics. All experimental results presented are averages derived from three separate runs.

Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

single-loss 85.22 85.39 87.02 86.91 55.95 53.85 51.96 79.68
multi-loss 84.77 84.9 86.82 86.65 55.99 53.94 51.63 79.81

(a) CMU-MOSEI
ACC2 ACC3 ACC5 F1 MAE Corr

Single-loss 78.34 67.18 46.83 78.59 39.09 62.69
multi-loss 81.91 70.68 47.12 82.1 34.96 72.37

(b) CH-SIMS

Table 4: Single-Loss Training vs. Multi-Loss Training: While multi-loss training does not yield performance
improvement when identical labels are used for different losses, as in the case of CMU-MOSEI, it does contribute
significantly to performance enhancement when unique labels are assigned to each modality, as observed with
CH-SIMS.

Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

text-loss only 84.81 84.95 86.34 86.19 54.99 52.97 53.31 78.6
multi-loss 84.36 84.62 86.85 86.76 56.06 53.61 52.35 79.49

(a) CMU-MOSEI
ACC2 ACC3 ACC5 F1 MAE Corr

text-loss only 79.21 65.06 42.02 79.14 42.65 59.4
multi-loss 83.15 72.14 48.21 83.74 28.58 78.72

(b) CH-SIMS

Table 5: Impact of Multi-Loss on Text Subnet: Utilizing audio-related losses can enhance performance of the
text subnet, even when identical labels are employed, as is the case with CMU-MOSEI. Remarkably, using specific
labels for different modalities results in a substantial performance boost in the text subnet, as evidenced by the
results from CH-SIMS.
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6 limitations

One limitation of this paper is that the proposed
model is studied on two language, English and
Mandarin. Another is that the coverage of domains
is limited to the design of the datasets we choose
to use, which is from YouTube Videos and TV
shows. Hence, it is likely that a portion of the data
is acted rather than naturally occurring in real life,
and acted emotions may be expressed differently
than naturally occurring emotions. Such bias in
the dataset might lead to learning similar bias in
model features and cause errors in recognition if
applied to real life situations, which could be differ-
ent in characteristics and distribution than YouTube
videos and TV shows.

Another limitation is that among the 3 pub-
lic dataset we used, which are all collected from
YouTube and TV shows, not all have detailed de-
scriptions about anonymization of the persons ap-
peared in the dataset. However, we did not modify
the dataset, since the datasets are widely used and
we would like to create coherent results, compara-
ble with previous work.

As for potential risk of misuse, since the pa-
per is focused on more fundamental aspects of the
research, it is possible that the model might not
perform well if deployed in other scenarios with-
out additional fine-tuning and training, because the
model is trained on public datasets collected from
TV shows and YouTube. Misuse of directly de-
ploying the model in real-life applications might
create risks that the prediction might not always be
accurate.

Finally, our model does not yet incorporate vi-
sion features. In developing the model, we initially
experimented with incorporating vision features in-
cluding openFace features and embeddings from a
finetuned VGGFace2 model during the early stages.
However, our findings indicated that these features
did not significantly enhance performance and re-
quired a substantial increase in computational re-
sources — without a commensurate improvement
in results. Importantly, our current model achieves
performance metrics that surpass state-of-the-art
(SOTA) models which do incorporate vision fea-
tures. This accomplishment underscores the effec-
tiveness of our approach relying on audio and text.
Nonetheless, integrating vision features remains
a potential avenue for future development. The
exploration of vision capabilities is a promising
direction for enhancing our model’s performance,

particularly in areas where visual context can pro-
vide additional insights.
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A Appendix

A.1 Training Details
The training process employed a learning rate of
1e-5, batch size of 16, and the AdamW optimizer.
L2 loss was used to optimize the model during the
training process. The validation set loss and accu-
racy were monitored to ensure that the model was
not overfitting to the training data. An early stop-
ping mechanism with patience of 8 epochs was em-
ployed to ensure the generalizability of the model.
The entire procedure was conducted on a single
RTX 4090 GPU. For the audio pre-trained model,
the Convolutional Neural Network (CNN) portion
used for feature extraction was frozen. The im-
pact of different learning rates for various parts of
the network was explored, but no significant dif-
ferences were observed. Moreover, we found that
using 5 layers of fusion network achieves the best
results. All the results presented in the tables are
averaged over three independent runs.

A.2 Audio Feature Extraction and Modeling
Details

For openSMILE, we manipulated the frame size
and step, setting them to 0.06 seconds and 0.02
seconds respectively. For Mel spectrograms, the
number of Mel filterbanks was set to 128, while
the window size and step were adjusted to 0.06
seconds and 0.02 seconds respectively. These con-
figurations were chosen to enhance the precision
of audio feature extraction without sacrificing com-
putational efficiency.

Following the feature extraction phase, these fea-
tures were used to construct models with varying
architectures: Transformer models, incorporating
between 2 and 4 encoder layers complemented with
positional encoding, were employed to process the
openSMILE features. A feed-forward layer was
subsequently added to process feature embeddings
in the CLS token of the final transformer encoder.
For processing Mel spectrogram features, we lever-
aged convolutional neural network (CNN) models,
including a custom 8-layer CNN model and mod-
ified versions of ResNet-18 and ResNet-32. The
choice of these CNN architectures was driven by
their known effectiveness in handling image-like
data structures such as spectrograms.

A.3 Vision Features Experiments
For facial extraction, we initially employed
MTCNN, but switched to the OpenCV DNN model

due to its superior performance under dim lighting
conditions. We extracted faces at a rate of 5 frames
per second.

Our experiments involved two models: 1) a
CNN-transformer model, combining a CNN pre-
trained on the VGG-face2 dataset for spatial rela-
tionships with a transformer for temporal relation-
ships; 2) TimesFormer (Bertasius et al., 2021), a
transformer-based model pre-trained on video data.
Both models achieved about 70% accuracy on the
CH-SIMS dataset (0.7045 for CNN-transformer
and 0.7294 for TimesFormer). However, their per-
formance on CMU-MOSI was significantly lower
(40-50% accuracy), leading us to conclude that the
facial expressions in CMU-MOSI lack the distinct
emotional information necessary for effective sen-
timent analysis.

A.4 Modality Selection

Our model’s foundation is a text-based Large Lan-
guage Model (LLM), while the other two modali-
ties serve as auxiliary signals. Standalone, the text
LLM, exhibits over 84 percent accuracy in English
datasets and nearly 80 percent accuracy in the Man-
darin dataset, outperforming other modalities in
all evaluated metrics. We explored combinations
of text with audio or video. The text-audio com-
bination yielded a significant performance boost
(see Table 3), whereas the text-video combination
was less consistently beneficial. Specifically, video
signals provide slight performance improvement in
the CH-SIMS dataset, but not in the CMU-MOSI
dataset. Our analysis revealed that CMU-MOSI
videos contain more restrained and ambiguous fa-
cial expressions, making them less useful for senti-
ment detection compared to the emotionally richer
expressions in CH-SIMS, sourced from TV shows
and movies.

Given these findings, we chose not to include
vision features in our final model. This decision
was driven by two factors: 1) the inconsistent per-
formance benefits, dependent on the dataset; 2)
the substantial computational resources required
for processing visual data (details explained in Ap-
pendix A.3). This latter aspect not only increases
computational overhead but also introduces delays
in real-time inference, without a corresponding
improvement in results. We recognize that our
approach lacks scalability in integrating multiple
modalities due to the necessity of large pre-trained
models for each to obtain the best performance.
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Importantly, our model still surpasses state-of-
the-art models that include vision features in per-
formance metrics, emphasizing the efficacy of our
text and audio-based approach. Nevertheless, the
potential for integrating vision features remains a
promising area for future enhancements. The util-
ity of visual context, especially in scenarios where
it provides critical insights, warrants further explo-
ration.

A.5 Feature Network Selection
In our sentiment analysis framework, we conducted
extensive experiments with various text and audio
models. For text processing, we evaluated MacBert,
Bert, and RoBerta across both Mandarin and En-
glish datasets. RoBerta consistently outperformed
the others in both languages, demonstrating its su-
perior efficacy in understanding and processing
textual data.

For the audio component in the English dataset,
we tested three Automatic Speech Recognition
(ASR) models: wave2vec, HuBert, and Data2Vec.
Among these, Data2Vec emerged as the most ef-
fective, providing the best performance in terms
of accuracy and reliability. As there was no fine-
tuned version of Data2Vec for Mandarin that is
publicly available, we compared the performance
of wave2vec and HuBert, ultimately selecting Hu-
Bert for its superior performance with Mandarin.
An interesting observation from our experiments
was the positive correlation between the perfor-
mance of ASR models in sentiment detection and
their word error rate (WER) in public benchmarks.

A.6 Metrics
Our MMML model was evaluated using metrics
consistent with existing research.

For CMU-MOSI and CMU-MOSEI, we used:

• Has0_ACC2, Has0_F1, including zero
sentiment scores as positive;

• Non0_ACC2, Non0_F1, ignoring zero
sentiment scores;

• ACC5, ACC7, representing 5-class and 7-
class accuracies respectively;

• MAE, Mean Absolute Error;

• Corr, assessing the correlation between pre-
dicted and actual scores.

For CH-SIMS, we utilized:

• ACC2, ACC3, ACC5, representing 2-
class, 3-class, and 5-class accuracies respec-
tively;

• F1, balancing precision and recall;

• MAE, mean absolute error;

• Corr, assessing correlation between pre-
dicted and actual scores.

These metrics enable comprehensive evaluation of
our model’s performance across diverse sentiment
analysis dimensions.

A.7 Additional tables
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Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

Fused Features Only 86.32 86.23 86.73 86.49 57.32 54.95 51.54 79.08
Concatenation 84.96 85.09 86.78 86.61 56.86 57.78 51.88 79.09
Transformer 86.11 86.08 86.7 86.46 57.01 54.31 51.97 78.96

(a) CMU-MOSEI
ACC2 ACC3 ACC5 F1 MAE Corr

Fused Features Only 82.93 69.37 49.38 82.9 33.2 73.26
Concatenation 82.42 69.44 49.82 82.38 33.6 72.87
Transformer 82.42 69.95 49.89 82.52 33.12 72.61

(b) CH-SIMS

Table 6: Comparative Performance of Model Variations: The Fused Features Only model employs only the
features following the fusion network, while the Concatenation model merges the original signal with the fused
signal. The Transformer model uses a transformer to combine these two signals. Across all metrics for both
CMU-MOSEI and CH-SIMS, these three methods exhibit similar performance.

Context window Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

0 84.89 84.86 87.04 87.07 54.81 47.32 66.62 83.27
1 86.01 85.94 88.01 87.99 53.35 45.87 66.37 83.96
2 85.81 85.71 87.8 87.76 53.98 46.99 66.7 82.49
3 84.94 84.86 86.84 86.81 52.14 45.19 69.85 81.3

(a) Concatenation

Context window Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC5 ACC7 MAE Corr

0 84.89 84.86 87.04 87.07 54.81 47.32 66.62 83.27
1 85.57 85.51 87.8 87.8 55.44 47.81 65.17 83.37
2 86.2 86.12 88.46 88.44 55.24 47.04 63.88 84.46
3 85.76 85.69 88.01 87.99 54.67 46.89 65.26 83.71

(b) Separation

Table 7: Comparison of Context Modeling Methods with Only Text signals: the second method that separates
the context and the current utterance can handle a longer context window and have a better performance.

Has0_ACC2 Has0_F1 Non0_ACC2 Non0_F1 ACC7 MAE Corr

fusion network 85.91 85.85 88.16 88.15 48.25 64.29 83.8
- self attention layers 85.13 85.12 87.35 87.38 46.94 65.81 81.53
- fully connected layers 85.13 85.09 87.2 87.2 46.65 66.48 83.07

Table 8: Fusion Network Ablation Experiment Results
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