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Abstract

Dictionary example sentences play an impor-
tant role in illustrating word definitions and
usage, but manually creating quality sentences
is challenging. Prior works have demonstrated
that language models can be trained to gen-
erate example sentences. However, they re-
lied on costly customized models and word
sense datasets for generation and evaluation
of their work. Rapid advancements in founda-
tional models present the opportunity to cre-
ate low-cost, zero-shot methods for the genera-
tion and evaluation of dictionary example sen-
tences. We introduce a new automatic evalua-
tion metric called OxfordEval that measures the
win-rate of generated sentences against exist-
ing Oxford Dictionary sentences. OxfordEval
shows high alignment with human judgments,
enabling large-scale automated quality evalu-
ation. We experiment with various LLMs and
configurations to generate dictionary sentences
across word classes. We complement this with
a novel approach of using masked language
models to identify and select sentences that
best exemplify word meaning. The eventual
model, FM-MLM, achieves over 85.1% win
rate against Oxford baseline sentences accord-
ing to OxfordEval, compared to 39.8% win rate
for prior model-generated sentences.

1 Introduction

Dictionary example sentences play a vital role in il-
lustrating the meanings and usage of headwords for
dictionary users. Prior studies have found evidence
supporting the importance of the quantity and qual-
ity of example sentences in improving learners’
performance for receptive and productive language
tasks (Nesi, 1996; Frankenberg-Garcia, 2014).
Creating and maintaining example sentences for
dictionaries can be a labour-intensive task — the
Oxford Dictionary of English (Stevenson, 2010),
for example, aims to represent the current usage of
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close to 100,000 English headwords. Traditional
efforts to improve productivity of example sen-
tence creation focused on searching for sentences
with headwords in existing electronic text corpus
(Kilgarriff et al., 2008; Hanks, 2009; Frankenberg-
Garcia et al., 2021). However, such text corpora
consists of content for myriad purposes, and may
not always contain example sentences that best
exemplify the meanings and usage of words to sup-
port language learning. To address this, recent
works have demonstrated that language models
can be trained to generate new sentences on un-
seen headwords (He and Yiu, 2022; Harvill et al.,
2023), vastly expanding the search space that can
be considered for crafting quality sentences. How-
ever, they often rely on custom-trained models and
datasets annotated with word senses for the gener-
ation and evaluation of sentences, which can be a
costly process.

Rapid advancements in foundational models
(FMs) (Bommasani et al., 2021) now offer new pos-
sibilities for more flexible and creative generation
of dictionary example sentences at low cost. Closed
and open-source large language models (LLMs)
like Claude and Llama-2 have demonstrated an im-
pressive capacity to generate fluent, coherent text
while capturing nuances of style, tone and topic
(Liang et al., 2022). Their exposure to large cor-
pora of linguistic data during pretraining (Touvron
et al., 2023; Penedo et al., 2023) and ability to fol-
low specific instructions (Wang et al., 2022; Mishra
et al., 2022) allow these models to perform well for
new previously unseen instructional tasks (Radford
et al., 2019). They offer the potential for dictionary
example sentences to be generated and evaluated
at scale without the use of specialised models or
datasets.

This paper examines low-cost, zero-shot meth-
ods for LL.Ms to automatically generate and eval-
uate dictionary example sentences. We start by
defining the OxfordEval metric, which measures
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the win-rate of candidate dictionary example sen-
tences when evaluated competitively by LLMs for
quality against samples from the Oxford Dictio-
nary. Using human annotations on a subset of out-
puts, we validate that OxfordEval matches well
with human preferences. With this validated au-
tomatic evaluation measure, we are then able to
expansively test various state-of-the-art models in-
cluding Claude, Llama-2 and Mistral, and analyse
how variations in generation methodology affect
sentence quality. We show that LLLMs can generate
sentences that are preferred to Oxford Dictionary
example sentences 83.9% of the time, while past
model-generated sentences only have a win-rate of
39.8%. In addition, we develop a novel method of
adapting pre-trained masked language models to
generate measurements of how much a generated
sentence exemplifies the meaning of a word. When
this method is used to rerank a set of 5 sentences
generated by LLMs for each word for use in the
OxfordEval measurement, the win-rate further in-
creases to 85.1%. We estimate that one end-to-end
run of the generation, reranking, and evaluation
steps for a set of 8000 word senses and definitions
costs less than $50. Put together, we hope the
work provides a refreshed low-cost baseline for
the development of methods to generate high qual-
ity dictionary example sentences for the benefit of
language learners.

2 Related Work

Recent work has demonstrated that language mod-
els can be trained on existing sets of headwords
and example sentences from dictionaries and other
corpora for automatic example sentence genera-
tion. Barba et al. (2021) and He and Yiu (2022)
adapt encoder-decoder architectures trained on ref-
erence sentences for each word sense to generate
new sentences on unseen headwords, with He and
Yiu (2022) demonstrating the ability to control for
length and lexical complexity. Harvill et al. (2023)
demonstrate that sentence generation can also be
performed in a one-shot manner using just a refer-
ence sentence without word sense labels (which are
less abundantly available), using an autoencoder
trained to generate new sentences conditioned on
latent sense representations.

Earlier studies of dictionary example sentences
use a small-scale experimental setup to evaluate the
usefulness of dictionary headwords with and with-
out examples on learning outcomes (Nesi, 1996;

Frankenberg-Garcia, 2014). These methods mea-
sure the direct impact for learners, but are limited
to small-scale experimental settings. Later studies
use specific model-based scores to automate the
evaluation of sentence quality. Harvill et al. (2023)
compared the cosine similarity of pretrained BERT-
large word embeddings (Scarlini et al., 2020) of the
target word w* between generated sentences and
example sentences in a golden dataset. He and Yiu
(2022) trained a BERT model to evaluate definition
and part-of-speech (POS) accuracy using triplets
of (word, definition, example) and (word, POS, ex-
ample) respectively, with positive examples from
Oxford Dicionary and negative examples generated
synthetically by replacing words, definitions, POS,
and examples. However, these automatic methods
evaluate narrow factors (word sense accuracy, POS
accuracy and definition accuracy) that have not
been shown to be correlated with human-validated
preferences for the sentence as a whole.

Recent studies have demonstrated the ability of
LLMs to evaluate free-form outputs of LLMs as
instruction-following agents (Dubois et al., 2023)
and chatbot assistants (Zheng et al., 2023), with
a high degree of correlation to human preference
when performing pairwise comparison on the over-
all quality of outputs. However, they also warn of
position bias, verbosity bias and self-enhancement
bias (Zheng et al., 2023).

3 Task Definition

3.1 Sentence Generation

The task of dictionary example generation is to
generate fluent example sentences for dictionary
headwords that effectively illustrate the target word
under a specific sense or word meaning provided.
Following the convention in He and Yiu (2022),
the dictionary example sentence task aims to gen-
erate an example F = {ey, ..., er}, given a target
word w*, a definition D = {dy, .., dg} and part-of-
speech P € {p1,..,pK}.

3.2 Dataset

We use the Oxford Dictionary dataset compiled by
Gadetsky et al. (2018) and processed by He and Yiu
(2022). Each entry in this dataset is a single word
sense, with its associated lemma, part-of-speech,
definition, and example sentences demonstrating
the usage of the word in a sentence. Following He
and Yiu (2022), we note that the dataset contains
multiple entries for different inflections of the same
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Dataset Word  Unique  Unique Average
Split Senses  Words Lemmas Number of
Example
Sentences
Validation 7,931 6,992 6,311 11.0
Test 7,843 6,963 6,256 11.1

Table 1: Summary statistics: Number of unique words,
word senses, lemmas, and example sentences in our
dataset. Each unique word sense forms the unit of anal-
ysis for our study.

lemma (for example, ’allow’, "allowing’, ’allows’,
and ’allowed’ for the lemma ’allow’ meaning ’let
(someone) have or do something’), and keep only
the inflection with the highest number of example
sentences for each (lemma, POS, definition) triplet.
The entire dataset comprises 105,818 Word Senses
across the Training, Validation and Test splits. As
we do not perform any model training, we focus
only on the Validation and Test splits. Table 1
shows the summary statistics for the dataset. The
validation set contains 7,931 word senses across
6,992 unique words and 6,311 unique lemmas, with
an average of 11.0 example sentences per word
sense. The test set contains 7,843 word senses
across 6,963 unique words and 6,256 unique lem-
mas, with an average of 11.1 example sentences per
word sense. As these splits are derived through ran-
dom sampling from the Oxford Dictionary dataset,
it can give a reasonable measure of the effective-
ness of methods when scaled up to the entire dictio-
nary while managing experimentation costs. Also,
as we use the same preprocessing steps as He and
Yiu (2022), we can compare our results with their
generated sentences.

Following He and Yiu (2022), we also augment
the dataset with word occurrence frequencies from
the one-billion-word dataset (Chelba et al., 2013),
to be used as a proxy for word complexity (Paetzold
and Specia, 2016) for supplementary analysis.

3.3 Sentence Evaluation

We use LLMs to perform competitive evaluations
of generated sentences against example sentences
in the Oxford Dictionary dataset. As past studies
have already demonstrated the ability to generate
good example sentences that are fluent and seman-
tically accurate (He and Yiu (2022); Harvill et al.
(2023); Barba et al. (2021)), we propose that the
next step would be to attempt to competitively iden-
tify sentences of the highest quality so that we can

maximise the efficiency of language learning for
dictionary users.

We apply the recent approaches in pairwise out-
put ranking (Zheng et al., 2023) and automating
evaluations by using LLM as evaluators (Dubois
et al., 2023), with one change: instead of perform-
ing comparisons of two LLM outputs, we use the
example sentences within the Oxford dictionary
dataset as the baseline comparison.

Formally, for each sentence generation method
G : (w*, D, P) — E, we calculate the win rate of
the set of generated sentences { £, ..., Eps } over a
baseline set of dictionary examples { E},, ..., E7, }
using an evaluator E : (E,E*) — L € {0,1},
where L = 0 indicates F is preferred over E* and
L = 1 indicates the reverse. For each word sense,
we use the first” sentence amongst the example sen-
tences in the Oxford dataset as the baseline dataset.
By averaging over the labels L, we calculate the
win-rate of a proposed sentence generation method
over existing Oxford dictionary examples, which
we define as the OxfordEval win-rate. A win-rate
of above 50% will indicate that the generated sen-
tences, on average, would be of higher quality than
the sentences in the Oxford dictionary dataset.

Agreement (%)
Claude-V1 73.6
Llama-2-70B Chat 71.6
Claude-V2 67.1
Mistral-7B Instruct 60.0
Llama-2-7B Chat 52.1
Llama-2-13B Chat 47.7

Table 2: Agreement rate between LLLM evaluators and
human-annotated preferences, with highest value indi-
cated in bold.

To validate our approach, we (the authors) an-
notated 501 examples of pairwise comparison be-
tween Claude-Instant generated sentences and base-
line Oxford sentences using the Amazon Sage-
Maker Ground Truth platform. The order of sen-
tences presented was randomly flipped half the time
and the source of each sentence cannot be seen by
the annotator. For each example, we collected an-
notations from 2 different annotators and only kept
examples with inter-annotator agreement. After do-

*Our experiments find no difference in quality based on
order of sentences in the Oxford Dictionary dataset. Comput-
ing the OxfordEval metric for randomly selected sentences
against the first sentence in the example sentence set achieved
a win-rate of 49.9%.
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ing so, we have 447 samples, with more than 89.2%
inter-annotator agreement. We then compare these
results with the outputs of different LLMs used as
evaluators, and present the results in Table 2. We
choose to use Claude-V1 for our subsequent ex-
periments, as it displayed the highest agreement
with human preference and also the highest score
on ChatbotArena leaderboard” (which measures
agreement between LLM outputs and human pref-
erence) at the time of study. The prompt used for
sentence evaluation is given in Appendix A.
Beyond the OxfordEval metric, we also track
secondary metrics that can be relevant for the selec-
tion of preferred dictionary sentences. To measure
sentence length, we track the average and standard
deviation of the number of words in each sentence.
To measure readability, we track the average and
standard deviation of the Flesch-Kincard Grade
Level (FKGL) (Kincaid et al., 1975) of each sen-
tence. The averages of these metrics would provide
insight on the length and readability of the typical
sentence, while the standard deviations would pro-
vide insight on the diversity in terms of length and
readability across sentences. For these secondary
metrics, we propose that they should merely be
used to provide an indication of the nature of sen-
tences generated, rather than values that are blindly
maximised or minimised, as the requirements could
vary depending on the specific needs being ad-
dressed. For example, lower average lengths and
FKGL scores could be desirable for new language
learners, but intermediate learners might benefit
from access to more complex and longer sentences.

4 Sentence Generation

In this section, we present the FM-MLM
(Foundational Model - Masked Language Model)
method for generating quality dictionary example
sentences at low cost. FM-MLM uses a three-step
process. First, foundational LL.Ms are used to gen-
erate a set of candidate sentences. Next, pre-trained
masked language models are adapted with a novel
method to score how much each candidate sentence
exemplifies the meaning of the target word. Finally,
the sentence with the highest score is selected to be
the final generated sentence for evaluation.

4.1 Generating sentences with LLMs

We use zero-shot prompts to generate candidate
sentences. The LL.M is given the word, POS, and

Thttps://chat.Imsys.org/

definition, and then asked to generate a sentence
that illustrates the given definition of the word (the
full prompt is given in Appendix B). We repeat the
generation 5 times per word sense to obtain a set of
5 generated sentences. We observe that LLMs can
sometimes fail to conform to our specified output
format or refuse to generate sentences for certain
sensitive words. In these cases, we retry the genera-
tion for up to 10 times per word sense. If sentences
are not successfully generated after 10 retries, we
abandon the process for that word sense and impute
a dummy blank sentence for subsequent evaluation.
This occurred for 84 out of 7931 word senses in
the validation set.

4.2 Measuring exemplification using masked
language models

In this section, we propose a novel method to
identify sentences that exemplify the meaning of
each word, through creatively adapting pre-trained
masked language models.

Prior work (Barba et al., 2021) has proposed that
Word Sense Disambiguation (WSD) models can
be used to measure the extent to which a sentence
exemplifies the meaning of a word. If a sentence
exemplifies the meaning of a word, then a WSD
model should be able to identify the correct sense
of the word with high probability. This approach,
however, has some limitations. Consider for exam-
ple the case where a word has only a verb and a
noun sense, such as pedal, trivial sentences like “I
will pedal this” (v. move (a bicycle) by working its
pedals) and “This is a pedal” (n. each of a pair of
foot-operated levers used for powering a bicycle or
other vehicle propelled by the legs) could almost
perfectly disambiguate between word senses, but
do little to illustrate the meaning of the word to a
language learner.

We propose that a higher standard be used. In-
stead of simply disambiguating between the senses
of the same word, we propose that exemplifica-
tion can be measured by disambiguating against all
other words.

Figure 1 illustrates how LLMs pre-trained on the
masked language modelling task can be adapted
to measure this. We first mask the target word in
the sentence, and then compute the probability that
the word masks correspond to the target word. A
sentence that exemplifies the meaning of a word
will receive a high probability score. We use this
probability score as a proxy measure for the de-
gree of exemplification of the word meaning in a
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Figure 1: Measuring sentence exemplification with masked language models. First, we search for the word within
the sentence and replace them with masked tokens. We then use the masked language model to measure the
probability of reconstructing the same sentence in order to get the exemplification score.

Source  Sentence Exemplification
Score

Oxford There was a dull pain in his lower jaw. 0.031

Oxford  All through her tantrum she felt the pain inside of her, but with after a half an hour her pain 0.969
subsided into a dull ache.

Oxford My finger is recovering well, I'm in no pain from that quarter, although I have a dull ache in 0.527
my leg where I was shot full of medication.

Claude = While the headache had been throbbing and sharp earlier, now it was just a dull ache that 0.973
was easy to ignore.

Claude I felt a dull ache in my leg from overexerting myself during the hike. 0.257

Claude  After taking some pain medication, the ache in my back changed from a sharp pain to a dull 0.890

one.

Table 3: Exemplification scores for sample sentences taken from Oxford Dictionary and generated by Claude-v1
for ’dull’ (adj. (of pain) indistinctly felt; not acute). We use exemplification scores to provide a measurement of how
much each sentence exemplifies the meaning of the word. Higher scores indicate better exemplification of meaning.

sentence, and select the sentence with the highest
score to perform evaluation.

For example, for the word *poor’ (adj. of a low
or inferior standard or quality), sentences in the
Oxford Dictionary dataset range in exemplification
from ’Information dissemination and knowledge
of law are poor at this level.” (p=0.015) to ’A local
police official blamed shoddy construction and the
poor quality of the cement.” (p=0.942). In the
former sentence, we can see that the word “poor’
could easily be replaced by many other words, even
with antonyms such as ’excellent’. We suggest that
such sentences are too general in nature and may
not be as effective for language learners.

Table 3 illustrates the exemplification score of
various sentences using the word ’dull’ (adj. (of
pain) indistinctly felt; not acute). The sentence
"There was a dull pain in his lower jaw.” is rated as
having a low exemplification score, because we can
easily replace ’dull’ with antonyms (’There was a

sharp pain in his lower jaw.”) or unrelated words
(There was a constant pain in his lower jaw.").
In contrast, the sentence "While the headache had
been throbbing and sharp earlier, now it was just
a dull ache that was easy to ignore.” has a higher
exemplification score because it contains elements
that hint towards the meaning of ’dull’, such as its
contrast to "throbbing and sharp’ and being ’easy
to ignore’.

S Model Development

5.1 Development Environment

We perform our experiments on Amazon Sage-
maker. For sentence generation and evaluation,
AWS Bedrock APIs are used to access Claude-V1,
Claude-Instant-V1 (Anthropic, 2023b), Claude-V2
(Anthropic, 2023a), Llama-2 13B Chat and Llama-
2 70B Chat (Touvron et al., 2023) models, and
Amazon Sagemaker was used to deploy Llama-
2-7B Chat and Mistral-7B-Instruct v0.1 (Jiang
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Hyperparameter

Values

Sentence Generation
LILM

Claude-Instant-

V1, Llama-2-Chat
(7B, 13B, 70B),
Mistral-7B Instruct

Batching Method One at a time, All-at-
once

Number of Sentences 1-5 (5)

Inputs POS+Def, POS Only,
Definition Only

Sentence Selection

Selection Criteria MLM-Score, First
Sentence

MLM Model RoBERTa-Base,
RoBERTa-Large,
BERT-Base, BERT-
Large

Table 4: Hyperparameter search space. Bolded text
indicates hyperparameters used in the FM-MLM model.

et al., 2023). The following pre-trained language
models were used and run using the Hugging-
Face transformers library: BERT-base, BERT-large,
RoBERTa-base, and RoBERTa-large (Kenton and
Toutanova, 2019; Liu et al., 2019). Experiments
were run for a single replication for each model
configuration.

5.2 Model Configurations and
Hyperparameters

Table 4 shows the search space and final settings
for FM-MLM'’s configurations and hyperparame-
ters. We call Claude-instant-v1 with temperature
of 0.9 to generate sentences one at a time to ac-
cumulate 5 sentences for each word sense, with a
buffer for up to 10 retries in the event of failures.
Top P was set to 1.0 and Top K was set to 500.
The sentences are scored with a RoOBERTa-large
model, with the highest scoring sentence selected
for evaluation against the example sentence in the
Oxford Dictionary dataset. These hyperparameters
were tuned manually to maximise the win-rate on
the validation set, with one exception: while we
could have further increased the number of sen-
tences generated for each word sense to give more
options to select from, we limited the number to 5
to manage computational costs.

With these hyperparameters, the estimated cost
of generating and evaluating sentences is US$45 for
the validation set of 7,931 sentences. This is bro-
ken down into $21.4 for the use of Claude-instant
v1 to generate 5 example sentences, $0.55 to gen-
erate exemplification scores with ROBERTa-large
over 45 minutes on g4dn.xlarge EC2 instances, and
$23.04 to evaluate the outputs with Claude v1.

5.3 Ablation Experiments

To validate the model configuration and hyper-
parameters, ablation experiments were conducted
where we start with our model and then ablate or
vary individual components one at a time, keeping
all others constant, and then examine the differ-
ences in performance on the validation set.

For our ablation experiments, we focus on the
primary metric (the overall win-rate of the gener-
ated sentence for each word sense against the first
Oxford Dictionary example sentence in the valida-
tion set), and supplement with additional analysis
where relevant to understand potential explanations
for the trends observed.

5.3.1 Choice of LLM for sentence generation

Win-rate (%)

FM-MLM (Claude-Instant) 85.6
Llama-2-70B Chat 82.7
Llama-2-13B Chat 79.8
Llama-2-7B Chat 78.6
Mistral-7B Chat 72.2
No LLM (Oxford Sentences) 559

Table 5: Performance when the LLM used for sentence
generation is varied on the validation set.

Table 5 shows how the win-rate varies when
various open-source and closed-source LLMs are
used for sentence generation. We see that the win-
rate is highly sensitive to the choice of LLM for
sentence generation, with win-rates ranging from
72.2% (Mistral-7B-chat) to 85.6% (Claude-instant-
v1) depending on the LLM used.

Also, we report the win-rate when the LLM gen-
eration step is ablated, and sentences are selected
based on the MLM exemplification metric on the
full list of example sentences in the Oxford Dictio-
nary dataset. In this setting, the win-rate is 55.9%,
demonstrating the ability of the MLM exemplifica-
tion metric to pick higher quality sentences among
Oxford Dictionary examples.
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5.3.2 Batched Generation vs Repeated Single
Sentence Generation

Win-rate (%)
85.6
78.5

FM-MLM (One-by-one)
Batched Generation (5 at once)

Table 6: Performance when the batching strategy for
sentence generation is varied on the validation set.

One interesting finding observed was that FM-
MLM was most effective when the LLMs were
prompted to generate only a single sentence at a
time (with the process repeated multiple times to
get the final set of sentences to select from). As we
can see in Table 6, changing the prompt to perform
batched generations (“Generate 5 sentences. ..” in-
stead of “Generate a sentence”) resulted in the win-
rate dropping from 85.6% to 78.5%.

We hypothesize that this could be because the
LLM might be primed to consider factors beyond
simply maximising the quality of each individual
sentence, such as ensuring diversity in the outputs.
Two observations support this point: (1) taking the
first sentence generated by the single sentence gen-
eration approach (win-rate = 84.4%) outperformed
taking the first sentence generated by the batched
generation approach (win-rate = 81.3%); (2) the
win-rate for sentences decline as we go from the 1st
sentence (81.3%) to the 5th sentence (Win-rate for
1st sentence = 81.3%; 2nd = 77.5%; 3rd = 76.4%;
4th =74.8%; 5th = 75.6%). Using the MLM scores
to select sentences (78.5%) also gives a lower score
than simply picking the 1st sentence in this case,
possibly because the MLLM scores only measure
exemplification and not other aspects of sentence
quality.

5.3.3 Inclusion / Exclusion of Definition and
POS

Win-rate (%)

FM-MLM (Definition + POS) 85.6
Ablate POS (Definition only) 82.7
Ablate Definition (POS only) 55.6

Table 7: Performance when the inputs for sentence
generation are varied on the validation set.

Table 7 shows how the win-rate varies when the
definition and POS of the word were removed from
the generation prompt. We observe a marginal
drop in win-rate when POS is removed, and a very

substantial drop in win-rate when word definitions
are removed.

There are two possible hypotheses for this. (1)
the LLMs rely heavily on the given definition in the
prompt to generate effective sentences, rather than
latent knowledge of word definitions from pretrain-
ing. (2) for polysemous words, there is confusion
over which definition to generate the sentence for.
Further analysis suggests that hypothesis (1) might
play a heavier role. When we compute the win-rate
for words with a single sense (n = 5635; win-rate =
60.4%), it is slightly higher than polysemous words
(n =2296; win-rate = 43.3%), but not to the extent
that it can explain the huge drop in win-rate.

5.3.4 Choice of MLM model to score
sentences

Win-rate (%)

FM-MLM (RoBERTa-Large) 85.6
RoBERTa-Base 854
BERT-Large 85.5
BERT-Base 85.2
Ablate Selection 84.4

Table 8: Performance when the sentence selection strat-
egy is varied on the validation set.

Table 8 shows the results when the MLM model
used to measure exemplification in generated sen-
tences is varied. The general trend observed is that
bigger and more advanced models achieve better
performance, but the effect is only marginal.

We also considered the possibility that MLM
models might be more effective in measuring ex-
emplification for words that are represented as a
single token, as past work has suggested that it
is more challenging to model words that are frag-
mented into multiple tokens (Lewis et al., 2020).
When the validation set is split into single-token
words (n=4090) and multi-token words (n=3641),
we conversely observe a lower win rate for single-
token words (84.0%) as compared to multi-token
words (87.3%). However, we hesitate to draw a
general conclusion that the MLM model is more ef-
fective in scoring multi-token words, as there could
be confounding factors such as LLLMs being less
reliable for multi-token words which are typically
of higher difficulty in nature.

When no MLM model is used to score sentences
(and the first sentence is picked), the win-rate drops
from 85.6% to 84.4%.
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5.3.5 Choice of LLM evaluator model

Win-rate (%)
85.6
86.9

Claude-V1 as Evaluator
Llama2-70B Chat as Evaluator

Table 9: Performance when switching the LLM evalua-
tor between the top two evaluators aligned with human
preference. The evaluated model is FM-MLM (Claude-
Instant) over the baseline Oxford dictionary sentences.

Table 9 shows how the win-rate over the base-
line Oxford sentences changes when we switch the
evaluator model from Claude-V1 to Llama-2-70B
Chat. These two evaluator models were found to
have the two highest alignment to human prefer-
ence as shown in Table 2. Our findings show that
the win-rates we observe for FM-MLM are robust
across LLM evaluators. Our findings are also in
alignment with Zheng et al. (2023) who found that
LLMs demonstrate no preference for LLMs of the
same family, and are only biased if the same LLM
is used to evaluate outputs generated by itself.

6 Main Results

Table 10 shows the results of our models on the test
set. We present the following models. Model (1)
is the full FM-MLM model, Model (2) uses only
the 1st sentence generated by the LLM, to evaluate
the independent performance of LLMs and the ad-
ditional contribution of the MLM exemplification
scores. Model (3) uses the MLM exemplification
scores to select amongst example sentences in the
Oxford Dictionary dataset. Models (4) and (5) are
the CDEG-Beam and CDEG-Greedy models, eval-
uated using the outputs provided by He and Yiu
(2022).

Sentences generated by the FM-MLM model
achieve a win-rate of 85.1% when compared to ex-
ample sentences in the Oxford Dictionary dataset,
demonstrating the ability of FM-MLM to gener-
ate sentences that compete favorably against ex-
pert references. Without the use of MLM exem-
plification scores to select sentences, the win-rate
drops slightly to 83.9%. Using MLM exemplifica-
tion scores to select amongst samples in the Ox-
ford Dictionary dataset gives a win-rate of 56.7%.
These results demonstrate that the MLM exemplifi-
cation scores can be used to identify sentences of
higher quality from a set. CDEG-Beam and CDEG-
Greedy sentences achieve a win-rate of 39.8% and
39.1% respectively. This is aligned with results re-

ported in (Harvill et al., 2023), where S2S (Harvill
et al., 2023) and ExMaker (Barba et al., 2021)
were found to have slightly lower human-annotated
scores, in terms of semantic match and fluency,
when compared against gold samples in the Ox-
ford Dictionary and SemCor dataset. We note that
the win rate for Claude Instant (batched genera-
tion) over baseline Oxford sentences based on 447
agreed human annotations was 76.5%, which is
similar to the win-rate of 78.5% evaluated by the
chosen LLM evaluator shown in Table 6.

By examining the secondary metrics, we see that
sentences generated by FM-MLM has an average
(SD) of 16.9 (4.0) words per sentence and an av-
erage (SD) FKGL of 8.9 (3.2). These are lower
than the sentences in the Oxford Dictionary dataset,
which has an average (SD) of 18.7 (7.4) words and
an average (SD) FKGL of 9.1 (3.9), indicating that
the Oxford Dictionary dataset has a more diverse
range of sentences that are also typically more ad-
vanced in nature. Sentences generated by CDEG
models tend to be shorter, simpler and more diverse
in nature, with an average (SD) of 11.2 (1.3) words
and average (SD) FKGL of 5.3 (2.9) for CDEG-
Beam.

We also obverse that the MLLM selection step
tends to favor slightly longer sentences, with the
average words and FKGL levels increasing slightly
for FM-MLM as compared to FM Only, and Ox-
ford (+MLM Selection) compared to Oxford (1st
Sentence).

7 Conclusion

Rapid advancements in LLM research has led to
the creation of powerful, general-purpose models
that can be flexibly adapted for myriad tasks with-
out the need for expensive customisation efforts.
While previous works years before this paper had
to rely on compute-intensive model training steps
and scarce datasets of word-sense annotations, we
are now able to study dictionary example sentence
generation at a fraction of the cost.

In this paper, we demonstrated the FM-MLM
model, which uses foundational LLMs to gener-
ate dictionary example sentences, and then uses
a novel adaptation of pretrained masked language
models to provide a measure of how much they
exemplify the meaning of words. With automatic
evaluation methods of the overall sentence qual-
ity that are validated with human preference data
(in the form of the OxfordEval metric), we are
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Win-Rate (%) Words (Avg) Words (SD) FKGL (Avg) FKGL (SD)
[1] FM-MLM 85.1 16.9 4.0 8.9 32
[2] FM Only 83.9 16.5 3.9 8.8 3.2
[3] Oxford (+MLM Selection) 56.7 19.9 7.1 9.5 3.8
(Baseline) Oxford (1st Sentence) (50.0) 18.7 7.4 9.1 3.9
[4] CDEG-Beam (He and Yiu, 2022) 39.8 11.2 1.3 5.3 2.9
[5] CDEG-Greedy (He and Yiu, 2022) 39.3 11.7 1.1 5.7 2.9

Table 10: Main results on the test set for various approaches to dictionary example sentence generation. Models are
sorted by the OxfordEval win-rate (bold indicates the highest win-rate). The average and standard deviation of the
number of words and Flesch-Kincaid Grade-Levels provide indications of the length and readability of sentences.

able to easily perform extensive ablation studies on
how various modelling choices and hyperparam-
eters affect the effectiveness of the model, which
we note was difficult for past studies. Sentences
generated by the FM-MLM model achieve a win-
rate of 85.1% when evaluated competitively against
typical sentences in the Oxford Dictionary dataset.

The high win-rate indicates the potential of
adapting the FM-MLM model in practice to gener-
ate example sentences for actual use by language
learners. However, for safety reasons, we recom-
mend that any real-world application should be
carefully supervised and governed to manage risks
and limitations which we discuss in the limitations
section.

We identify many potential areas for impactful
future work. To improve sentence quality further,
researchers can consider methods to customise and
tune the foundational models for this specialised
task. To work towards real-world use, we can also
perform more rigourous and holistic evaluations
on generated sentences for accuracy, fluency, and
other factors of interest. Evaluation can also be con-
ducted on sets of multiple sentences, rather than sin-
gle sentences as we have done in this study, in order
to better capture factors such as sentence diversity
that would apply for a real dictionary. Lastly, the
work can also be extended for other languages. We
hope that our work enables these studies by pro-
viding a refreshed low-cost baseline reference for
good quality sentence generation and evaluation
that future researchers can build on.

Limitations

While FM-MLM achieves an impressive win-
rate over real sentences in the Oxford Dictionary
dataset, we caution against applying FM-MLM in
real-world settings without further study and risk
mitigation measures. Notably, the pairwise evalua-

tion method we use only provides a relative mea-
sure of quality, and there is a risk of endorsing erro-
neous sentences when both candidate sentences are
of poor quality. The accuracy of evaluation is also
dependent on the capabilities of LLMs, and while
we demonstrate agreement of LLM evaluators with
human preferences at a level comparable to Dubois
et al. (2023), the agreement rate is still lower than
the agreement among human annotators. Possible
ways to manage risks would include having experts
to vet generate sentences before real-world use.

We also note that dictionary example sentences
could have purposes beyond supporting language
learners, such as documenting the etymology of
words and language use over time as is the case for
the Oxford English Dictionary*. Our work focuses
only on human preferences of language learners,
and does not aim to exhaustively address all the
possible purposes of dictionary example sentences.

We acknowledge the potential for biases of us-
ing LLMs as evaluators. We mitigate this potential
limitation by studying the alignment with human
preference, and also with ablating the choice of
LLM evaluator models for our specific task. We
also acknowledge the potential for test set sentence
leakage in the training corpora used to train the
generator LLMs. This limitation is mitigated by
our evaluation strategy of comparing win-rate over
test set Oxford sentences, which mean that gener-
ator LLMs would still have to generate sentences
preferred to potentially leaked test set sentences.

Lastly, we acknowledge that the human prefer-
ences dataset, which was annotated by ourselves,
would only represent the preferences of our narrow
demographic group and could also contain unseen
biases. The representativeness of the dataset can
be further improved using a more diverse pool of
annotators in future.

*https://www.oed.com/
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A Prompt for Evaluating Sentences!

Select the output (a) or (b) that best
matches the given instruction. Choose
your preferred output, which can be
subjective. Your answer should ONLY
contain: Output (a) or Output (b). Here’s
an example:

Example Task:
Instruction: Give a description of the
following job: "ophthalmologist"

Output (a): An ophthalmologist is a
medical doctor who specializes in the
diagnosis and treatment of eye diseases
and conditions.

Output (b): An ophthalmologist is a
medical doctor who pokes and prods at
your eyes while asking you to read letters
from a chart.

Which is best, Output (a) or Output
(b)?
Answer: Output (a)

Explanation: Here the answer is Output
(a) because it provides a comprehensive
and accurate description of the job of an
ophthalmologist. In contrast, output (b) is
more of a joke.

Now is the real task, do not explain
your answer, just say Output (a) or Output

(b).

Actual Task:

Instruction:

Construct a sentence with the word
{word}.

The sentence must illustrate the definition
of the word given here: {definition}.

The part-of-speech of the word within
the context of the sentence should be a
POS. Output (a): {Oxford Dictionary
Ist Sentence} Output (b): {Candidate
Sentence}

Which is best, Output (a) or Output
(b)?
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B Prompt for Generating Sentences!

Using the definition and part-of-speech
provided in tags, construct one sentence
that illustrates the definition of the given
word within the sentence provided. Go
straight to the answer with no introduction.

Here are examples:

Using the definition and part-of-speech
provided in tags, construct one sentence
that illustrates the definition of the word
"airstrip" within the sentence provided.
Go straight to the answer with no intro-
duction.

<definition>

a strip of ground set aside for the take-off
and landing of aircraft.

</definition>

<part-of-speech>

Noun

</part-of-speech>

Assistant:

<sentence>The site has its own airstrip
and light aircraft service, and its own
small marina.

</sentence>

{ examples }

Human:

Using the definition and part-of-speech
provided in tags, construct one sentence
that illustrates the definition of the word
"{word}" within the sentence provided.
Go straight to the answer with no intro-
duction.

<definition>

{ definition }

</definition>

<part-of-speech>

part-of-speech

</part-of-speech>

IThe prompt highlights the main content and structure of
the prompt without the LLM-specific chat template format.
LLM-specific chat template is followed during generation with

LLMs.
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