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Abstract

Since the recent prosperity of Large Language
Models (LLMs), there have been interleaved
discussions regarding how to reduce hallucina-
tions from LLM responses, how to increase the
factuality of LLMs, and whether Knowledge
Graphs (KGs), which store the world knowl-
edge in a symbolic form, will be replaced with
LLMs. In this paper, we try to answer these
questions from a new angle: How knowledge-
able are LLMs?

To answer this question, we constructed Head-
to-Tail, a benchmark that consists of 18K
question-answer (QA) pairs regarding head,
torso, and tail facts in terms of popularity. We
designed an automated evaluation method and
a set of metrics that closely approximate the
knowledge an LLM confidently internalizes.
Through a comprehensive evaluation of 16 pub-
licly available LL.Ms, we show that existing
LLMs are still far from being perfect in terms
of their grasp of factual knowledge, especially
for facts of torso-to-tail entities.

1 Introduction

Pre-trained large language models (LLMs), such
as ChatGPT', GPT-4 (OpenAl, 2023), and
Llama 2 (Touvron et al., 2023b), have demonstrated
impressive capabilities in internalizing knowledge
and responding to common inquiries (Ouyang et al.,
2022; OpenAl, 2023). Nevertheless, these models
often lack knowledge of nuanced, domain-specific
details and are susceptible to hallucinations (Bang
et al., 2023), underscoring the significant chal-
lenges of increasing the factuality of LLMs and
minimizing hallucinations from LLM responses.
Conversely, the rise of LLMs has sparked debates
on whether Knowledge Graphs (KGs), which store
real-world factual knowledge in triplet form (sub-
ject, predicate, object), will be replaced with LLMs.
This paper tries to answer these questions from a
new angle: How knowledgeable are LLMs?

'https://openai.com/blog/chatgpt
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Example questions where GPT-4 gives incorrect answers

Question: What profession does Tj Singh (known for John Carter (2012))
have?

Ground Truth: Visual effects

GPT-4: Actor

Question: Who authored Choke (published in 1996)?
Ground Truth: Stuart Woods
GPT-4: Chuck Palahniuk

Academics

Question: Where did Josef Kittler receive the Ph.D. (thesis: Development
and application of pattern recognition techniques.)?

Ground Truth: University of Cambridge, UK

GPT-4: University of Surrey

Question: What college is the sister college of Trinity College, Oxford?
Ground Truth: Churchill College, Cambridge
GPT-4: Balliol College

Figure 1: The question-answering accuracy of GPT-4
decreases in the order of head, torso, and tail entities
on the Head-to-Tail benchmark, and is only 31% on
average.

Finding answers to these questions is not easy.
First, it is hard to directly “query” the knowledge
embedded in an LLM—hallucination can be due to
lack of knowledge but can also be caused by dys-
function of the generative model even if the knowl-
edge is already parameterized in the model. We ap-
proximate the amount of knowledge in an LLM by
its accuracy in answering simple-formed questions,
such as “where was the basketball player Michael
Jordan born?”; in addition, we ask the LLM to gen-
erate brief answers and admit “unsure” when its
confidence is low. We chose this proxy because we
found LLMs are normally very good at understand-
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ing simple-formed questions and produce consis-
tent answers when regenerating answers, especially
if asked to be brief (Section 3.5).

Second, there is no ready-to-use benchmark that
either well represents distributions of user’s inter-
est (the query logs for major LLMs or search en-
gines are not publicly available) or well represents
the uniform distribution of the world knowledge
(even the largest knowledge graphs admit spar-
sity of knowledge, especially towards non-popular
facts). To address this challenge, we construct a
benchmark of 18K QA pairs that cover various do-
mains and various relationships in these domains.
We bucket entities and relationships to head, torso,
and tail according to how popular they are (de-
tails in Section 2) and randomly sample from each
bucket; as such, we call our benchmark Head-to-
Tail. This benchmark facilitates us to achieve a
comprehensive view of how knowledgeable LLMs
are regarding each bucket.

Through the Head-to-Tail benchmark and the
experimental methodology, we answer the follow-
ing three research questions (RQs):

RQ1: How reliable are LL.Ms in answering factual
questions? (Section 3.2)

RQ2: Do LLMs perform equally well on head, torso,

and tail facts? (Section 3.3)

RQ3: Do normal methods that improve LLMs, such
as model size increase and instruction tuning,
help LLMs to be more knowledgeable? (Sec-

tion 3.4)

As shown in Figure 1, our analysis demonstrates
a consistent decline in the performance of LL.Ms,
following the order of head, torso, and tail entities,
confirming our hypothesis that LLMs contain more
head knowledge where training data abound. Sur-
prisingly, even for the top-0.5% popular entities
in popular domains such as Movie, the evaluated
LLMs, at best, provide accurate answers for only
~60% of the questions in the benchmark. Nor-
mal methods that enhance LLMs do not necessar-
ily make them more knowledgeable, highlighting
the need for more effective approaches to increase
LLMs’ factuality.

Our main contributions are as follows:

(i) We introduce Head-to-Tail, the first bench-
mark focused on comprehensively assess-
ing the effectiveness of LLMs in incorpo-
rating factual knowledge encompassing the

head, torso, and tail portions of knowledge
graphs (Section 2.1). Head-to-Tail will
be available at https://github.com/
facebookresearch/head-to-tail.

(ii) We present an evaluation methodology accom-
panied by metrics designed to assess the fac-
tuality of LLMs. Our metrics allow us to dis-
tinguish hallucination and missing answers,
and our evaluation method, whereas entirely
automated, proves to be reliable and robust
(Section 2.2-2.3).

(iii) We conducted a comprehensive evaluation and
quantified the factuality of 16 LLMs regard-
ing head, torso, and tail facts to answer the
research questions (RQ1-RQ3) (Section 3). In
light of these findings, we envision the future
of knowledge graphs and outline a research
landscape aimed at improving the overall fac-
tual reliability of LLMs (Section 4).

2 The Head-to-Tail Benchmark

We now describe the Head-to-Tail benchmark, the
metrics, and our evaluation methodology.

2.1 QA pair generation

Domains and data sources. To cover a broad
range of knowledge, we used the DBpedia knowl-
edge graph (Auer et al., 2007), where the knowl-
edge originates from Wikipedia (Denoyer and Gal-
linari, 2006). We used a cleaned version of the
English snapshot from December 1, 2022.2

To better understand LLM performance on par-
ticular domains, we also selected three domains
where public data are easily accessible.

» Movie: We used a snapshot of IMDb? from
May 21, 2023.

* Book: We used the data of Goodreads scraped
in 2017 released by Wan and McAuley (2018).

* Academics: We used a snapshot of
MAG (Sinha et al., 2015) from September 13,
2021 and DBLP* from May 10, 2023.

Entities. An important contribution of the Head-
to-Tail benchmark is the bucketing of head, torso,

https://databus.dbpedia.org/dbpedia/
mappings/mappingbased-objects
*https://developer.imdb.com/
non-commercial-datasets/
*https://dblp.org/
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IMDb Goodreads MAG DBLP DBpedia

Title Person Book Article Conference Journal Scholar -

Head 767 ( 0.01) 34,903 ( 0.48) 3,150 ( 2.31) 1,827,710 ( 0.70) 257 ( 1.63) 225 ( 0.46) 79,521 ( 2.44) 103,564 ( 1.30)
Torso 4,113 ( 0.05) 87,645 ( 1.21) 7,304 ( 5.35) 9,386,034 ( 3.60) 965 ( 6.12) 1,266 ( 2.58) 500,778 (15.36) 1,255,113 (15.77)
Tail 7,536,482 (99.94) 7,111,496 (98.31) 126,134 (92.35) 249,311,539 (95.70) 14,550 (92.25) 47,546 (96.96) 2,680,704 (82.20) 6,600,206 (82.93)

Table 1: The number (%) of head, torso, and tail entities. The distribution follows the power law.

and tail entities, decided by the popularity of the
entities (we will also discuss how the popularity of
the predicates affect results in Section 3.3). We use
two ways to approximate popularity: fraffic and
density. When there is traffic information, such
as views and votes, we conveniently use traffic to
measure the popularity; otherwise, we use density
as a proxy, such as the number of facts or authored
works about the entity. We often observe a correla-
tion between density and traffic (e.g., the more pop-
ular a person is, the more we know about her), but
as we will see soon from the benchmark statistics
(Table 1), they can still lead to slightly different dis-
tributions of head, torso, and tail. We give details
on how we decide the popularity of different types
of entities from each data source in Appendix A.2.

We bucketed head, torso, and tail entities in three
steps. First, we sorted the entities by their popu-
larity, measured as above. Second, for each entity,
we computed the cumulative popularity score up to
the top-1 entity in the sorted list. Third, we buck-
eted the entities such that head entities comprise
entities whose cumulative popularity score is up
to 1/3 of that of all entities, torso entities comprise
entities with cumulative scores ranging from 1/3
to 2/3, and tail entities from 2/3 to 1. (See Ap-
pendix A.7 for an example.) We determined the
partitioning separately for different entity types for
each domain.

To make the popularity score fair, we filtered
out entities that are likely too new to have suffi-
cient statistical data for popularity measurement.
For IMDb, MAG, DBLP, and Goodreads, we kept
only entities by the year of 2020, 2020, 2020, and
2015, respectively. The cut-off years are all be-
fore the cut-off time of the LLM training data, so
the benchmark avoids questions that require recent
knowledge. We did not perform similar filtering for
DBpedia because the year attribute is unavailable
or non-applicable for most entities, and our pilot
study shows that very few (if at all) of the questions
generated from DBpedia require knowledge after
2020.

Table 1 summarizes the distribution of head,
torso, and tail entities. The distribution follows

the power law, where very small percentages of
entities fall in the head and torso buckets, and the
majority of entities fall in the tail bucket; for ex-
ample, over 99.9% of movies fall in the tail bucket,
according to IMDb vote counts. We also observe
that this phenomenon is more pronounced when we
measure by traffic than by density; for the latter, the
torso buckets are often larger (~15% of entities),
and the tails are slightly smaller (~82%).

Questions. We generated questions using a
template-based approach, where each generated
question asks for an attribute of an entity. We
filtered out the following types of attributes: (i)
unspecific (e.g., seeAlso in DBpedia), (ii) dy-
namic (e.g., lastLaunchRocket in DBpedia),
(ii1) data source specific (e.g., averageRating
in IMDDb), and (iv) non-textual (e.g., picture
in DBpedia). We discuss a stricter filtering crite-
rion in Appendix A.4. For each specific domain
(Movie, Book, Academics), we manually designed
the question template for each attribute. DBpe-
dia contains a large set of attributes, so we first
employed ChatGPT to draft the templates (using
Prompt 1 in Appendix A.1), then proofread them
manually and made necessary edits. Each question
template corresponds to a distinct predicate.

The answer for each question is the object of
the relevant triple; when there are multiple an-
swers (e.g., a book may have multiple authors),
we included all in the answer. When necessary, we
included extra information for an entity to avoid
potential ambiguities (e.g., we included the publica-
tion year for a book to distinguish books of highly
similar names).

We generated an equal number of questions for
randomly sampled head, torso, and tail entities
using each template. For each specific domain,
we generated ~ 1K questions for each of the head,
torso, and tail buckets. As DBPedia contains more
domains and relationship types, we generated ~3K
questions for each bucket. Table 2 summarizes the
overall statistics of Head-to-Tail in the number of
questions and templates.
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Domain Sources # Templates  # Questions
Movie IMDb 13 3,093
Book Goodreads 4 3,000
Academics MAG, DBLP 13 2,946
Open DBpedia 393 9,132
Total 423 18,171

Table 2: The overall statistics of Head-to-Tail.

2.2 Metrics

Metrics. We find that oftentimes LLMs are intelli-
gent enough to admit that it does not have enough
information to answer a question. As such, we used
three metrics: accuracy (A), hallucination rate (H),
and missing rate (M), measuring the percentage of
questions that an LLM gives the correct answer,
gives a wrong or partially incorrect answer, or ad-
mits it cannot answer, respectively; by definition,
A+H+M = 100%.

Manually deciding the correctness of answers
can be cumbersome. We next describe a few dif-
ferent ways to automatically decide if an answer is
correct.

LLM-based. We ask ChatGPT to check whether
an answer is correct given the question and ground
truth (Prompt 2 in Appendix A.1). Thus, ac-
curacy Apy is defined as the percentage of an-
swers that ChatGPT judges as correct; hallucina-
tion rate Hy y is defined as the percentage of time
when (i) an attempted answer is not missing, and
(i) ChatGPT judges the answer as incorrect (i.e.,
Hpm = 100% — Aoy — M).

To understand the reliability of the LLM-based
metrics, we randomly sampled 840 answers from
the evaluated LLMs and manually checked whether
human judgment agrees with the LLM-based met-
rics. The agreement is 98%, which we view as
reliable. Hence, we use Apy and Hyy as the pri-
mary metrics in this study.

Rule-based. In addition, we adopt popular met-
rics, including exact match (EM), token F1 (F1),
and ROUGE-L (RL) (Lin, 2004; Rajpurkar et al.,
2016); in other words, we use rule-based methods
to judge the correctness of an answer. Specifically,
Agnm is computed as the percentage of answers that
exactly match the ground truth; Ag; is computed
as the average harmonic mean of precision and
recall when comparing tokens in the returned an-
swers and in the ground truth answers; Agy, is com-
puted as the average normalized longest common
subsequence (LCS) between the returned answers
and the ground truths. For common answer types,

we additionally expand the set of ground-truth an-
swers with their variants using hand-crafted rules
(e.g., “W Shakespeare” is a variant of “William
Shakespeare); when a given question has multi-
ple expanded ground-truth answers, we take the
maximum score.

Correspondingly, we measure hallucination rate
by HEM (: 100% - AEM — M), HFI (: 100% -
Apl — M), and HRL (: 100% - ARL - M) As
we will show later in Section 3.5, we observe high
correlations between rule-based and LLM-based
metrics.

2.3 Evaluation methodology

We prompted the LLM as shown in Prompt 3 in
Appendix A.1. First, we asked LLMs to give as
concise answers as possible. Second, we prompted
LLMs to respond “unsure” when the LLM is not
confident in the answer. We applied few-shot learn-
ing and included in the prompt two examples that
are not in Head-to-Tail: one is a simple, answer-
able question with the corresponding answer as the
response; the other is an unanswerable question
with “unsure” as the response.

With this prompt, rule-based metrics are more
likely to reflect the factual correctness of the an-
swers, and we can simply compute the missing rate
(i.e., M) by counting “unsure” or empty answers.
We observed that explicitly asking for “unsure” as
an answer could significantly reduce hallucination
rate (Section 3.5).

To summarize, the following three setups in
the benchmark and evaluation methodology help
us best approximate the existence of (confident)
knowledge in the LLMs: (i) focusing on simple
questions in easy-to-understand forms, (ii) asking
for concise answers to ease evaluation, and (iii)
hinting the LLLMs to answer “unsure” to suppress
unnecessary hallucinations.

3 Experimental Analysis

3.1 Models and configurations

We evaluated representative state-of-the-art LLMs
of various sizes and architectures, including
ChatGPT, GPT-4 (OpenAl, 2023), LLaMA
(7B, 13B, 33B, 65B) (Touvron et al., 2023a),
Llama 2 (70B) (Touvron et al., 2023b), Vicuna
(7B, 13B) (Chiang et al., 2023), Flan-T5 (3B,
11B) (Chung et al., 2022), RWKV (7B) (Peng
et al., 2023b), Falcon (7B, 40B), and Falcon-
Instruct (7B, 40B) (Almazrouei et al., 2023). We
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Model All Open Movie Book Academics
Aty Him | AL Him o Aty Hiv Awv Hiv o Apv Hiwm
GPT-4 30.9 19.7 37.1 253, 417 15.5 213 19.4 10.0 6.8
ChatGPT 20.3 14.1 22.1 14.8 ! 347 13.3 16.9 249 3.0 1.9
Llama 2 (70B) 11.8 34.0 7.5 248 + 279 343 10.3 54.5 9.8 41.0
LLaMA (33B) 18.2 80.0 19.0 79.1 | 287 70.1 15.8 82.9 7.1 90.3

Table 3: The best overall accuracy is only ~31% on Head-to-Tail. All numbers are in percentage (%).

employed the most deterministic settings (i.e.,
temperature=0 or top_k=1) for all models.
We present more details in Appendix A.3.

Table 14 in Appendix A.8 gives detailed results
of all LLMs. We note that our goal is NOT to com-
pare different LLM models; rather, by examining
the metrics by different LLMs, we make sure to re-
port the common patterns among the representative
LLMs. We also note that it is hard to exhaustively
benchmark every recent model in this fast-moving
field; we conducted evaluations up to GPT-4 (Ope-
nAl, 2023) and Llama 2 (Touvron et al., 2023b),
and detailed discussions can be based on slightly
older models, where we observe similar patterns.

3.2 RQ1: How reliable are LLMs in
answering factual questions?

We present in Table 3 the overall performance of
GPT-4, ChatGPT, Llama 2-70B, and LLaMA-33B,
which perform the best in most metrics on Head-
to-Tail among all LLMs introduced in Section 3.1.
The best overall accuracy is obtained by GPT-4 at
31%.

Interestingly, for questions that are not answered
correctly, different LLMs show different patterns:
GPT-4 and ChatGPT give unsure or empty answers
for the majority of them, and the hallucination
rate is <20% (still non-negligible); LLaMA-33B
mostly provides hallucinated answers, resulting
with high hallucination rate (~80%); Llama 2-70B
falls in-between. We suspect fine-tuning and rein-
forcement learning of these models may explain
the different patterns when the model is unsure of
the answers. Figure 1 shows examples of counter-
factual answers given by GPT-4.

Finally, for all models, the overall performance
varies substantially across different specific do-
mains. All models perform the best in the Movie
domain and worst in the Academics domain, likely
because of the relatively low popularity of the Aca-
demics domain, as we will discuss soon.

D Head Torso Tail
Aiv  Him  Arm Him  Apv Hiewm
Movie 59.3 14.8 55.0 16.9 10.9 14.7
Book 22.8 24.4 243 21.8 16.9 12.0
Academics 15.8 9.9 10.5 6.8 3.9 3.7
“Open 476 302 365 241 273 216
All 40.3 233 334 19.7 19.0 15.9
(a) GPT-4
D Head Torso Tail
Atv  Hiv  Atm Him Apv Him
Movie 39.2 28.2 339 29.8 10.7 44.9
Book 15.0 52.2 12.9 54.4 3.1 56.9
Academics 12.9 352 11.1 38.2 53 49.7
Open 9.9 223 6.9 25.4 5.7 26.8
All 16.2 30.3 13.2 33.0 6.1 38.6

(b) Llama 2-70B.

Table 4: LLMs’ factuality, measured by Apy (%), de-
creases in the order of head, torso, and tail entities from
Head-to-Tail.

Model ALm Hpm M
GPT-4 460(15.7)  214(J19) 32637
Llama 2 (70B) 18.7 (12.5) 29.7 (10.6) 51.6 (11.9)

Table 5: Accuracy on the top-10% popular questions in
the head bucket is only slightly better than overall head
entities. (1/): increased/decreased % compared with
using all head instances.)

3.3 RQ2: Do LLMs perform equally well on
head, torso, and tail facts?

The overall accuracy of GPT-4 and Llama 2-70B
(Apm) declines in the order of head, torso, and tail
entities, as shown in Figure 1 and Table 4. We
observe the same pattern for other LLMs. This
verifies our hypothesis that as we lack training data
for long-tail entities, it is difficult for LLMs to
obtain knowledge for such entities.

Surprisingly, the QA accuracy is still low even
for the head entities (e.g., GPT-4 achieves an Ay v
of 48% in the open domain). We further retain
top-10% popular questions from the head bucket.
As shown in Table 5, GPT-4 and Llama 2-70B ob-
tained slightly higher accuracy (within 6 percent
point) and lower hallucination rate for these super
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Model Head & Torso Tail
Arm Hv A Him
GPT-4 429 20.3 36.8 25.6
ChatGPT 18.6 14.2 22.3 14.8
Llama 2 (70B) 8.0 42.1 75 23.8
LLaMA (7B) 15.3 83.5 13.5 77.7
LLaMA (13B) 14.6 85.1 14.7 83.6
LLaMA (33B) 18.2 81.4 19.0 78.9
LLaMA (65B) 20.1 79.7 18.3 81.4
Vicuna (7B) 12.5 82.0 9.3 774
Vicuna (13B) 13.0 70.3 8.6 55.5
Flan-T5 (3B) 4.4 13.0 34 10.4
Flan-T5 (11B) 9.2 11.1 5.0 8.1
RWKV (7B) 6.9 28.7 6.4 29.7
Falcon (7B) 11.3 51.0 8.1 43.7
Falcon (40B) 14.4 34.1 8.5 29.2
Falcon-Instruct (7B) 8.8 48.3 7.2 47.1
Falcon-Instruct (40B) 12.8 15.3 7.9 15.2

Table 6: Comparison of LLMs’ factuality about head,
torso, and tail predicates in Ay (%) and Hyy (%) using
open-domain instances from Head-to-Tail.

popular entities, but the accuracy is still disappoint-
ingly low (46% for GPT-4 and 19% for Llama
2-70B), and the missing rate is notable. We have a
further discussion in Appendix A.6.

The QA accuracy on tail entities is significantly
lower in most of the domains. Notably, Academics
intuitively is a long-tail domain, and we observe
~10% overall accuracy and very low accuracy
(16% for GPT-4 and 13% for Llama 2-70B) even
for head entities in this domain.

Finally, hallucination rate drops from head to
torso to tail for GPT-4, but increases for Llama 2-
70B. We hypothesize that there is at least one more
factor that affects the hallucination rate—the inter-
nal assessment of the confidence. When an LLM
“knows” what is unknown to it, it is likely to reduce
confidence when answering related questions and
produce fewer hallucinations.

Head-to-tail predicates. We investigated whether
the performance still correlates with the head-to-
tail order regarding the popularity of predicates
instead of entities. We sorted the predicates from
DBpedia by popularity (measured by the number
of relational triples with the predicate) and parti-
tioned the sorted predicates into head, torso, and
tail in a similar fashion. We then re-partitioned
the open-domain questions into head, torso, and
tail predicate buckets, each containing 72, 450, and
8, 610 questions, respectively. Since the number of
questions in the head bucket is low, we merged the
head and torso buckets.

Table 6 compares the performance on head &
torso vs. on tail. We observe no consistent cor-
relation among different LLMs between the per-

formance and the head-to-tail predicate ordering,
and the differences in accuracy are not very high.
This is not too surprising for two reasons. First, the
semantics of each predicate is mostly consistent
with the semantics of the predicate names, which
can be well understood by LLMs. Second, when
facts are present for tail predicates, they are often
about the head entities, and factual information for
head entities is likely to be more abundant in the
training data.

3.4 RQ3: Does normal methods that improve
LLM:s increase the factuality?

Table 7 compares LLMs in different sizes and with
or without instruction tuning. First, we observe
that an increased model size does not automatically
translate to a better grasp of factual knowledge.
For example, LLaMA-33B modestly outperforms
LLaMA-65B across the head, torso, and tail sub-
sets (+0.4% in Ay and —1.9% in Hyy on av-
erage) while they share the same training dataset
and hyperparameters. This provides additional ev-
idence for our hypothesis that once the model is
sufficiently large, the abundance of training data
plays a more critical role in the factuality of the
LLM:s.

Second, compared with LLaMA and Falcon,
the instruction-tuned counterparts (i.e., Vicuna
and Falcon-Instruct) have lower accuracy, as they
learned to be more conservative in providing fac-
tual answers and thus generate “unsure” more of-
ten (e.g., Vicuna-13B is 26.9% higher in M than
LLaMA-13B). Despite so, they still have high hal-
lucination rate.

3.5 Robustness of our evaluation methodology

Finally, we evaluate the robustness of our evalua-
tion methodology.

Correlations between rule- and LLM-based met-
rics. For each combination of popularity (head,
torso, tail) and domain (movie, book, academics,
open), we calculate Spearman’s rank and Pearson
correlation coefficients between rule- and LLM-
based metrics over all LLMs. We report the ag-
gregated results (minimum, mean) in Table 8. The
correlation scores suggest that Apy (resp. Hpm)
strongly correlates with Agy, Apy, and Agrg (resp.
Hgwm, Hrp, and Hgy ), indicating that rule-based met-
rics are good alternatives for lower-cost or faster
evaluation.
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Model Head-to-Tail Head Torso Tail
Arm  Him M A Himv A Hiv Awv How
LLaMA (7B) 12.1 80.0 7.9 19.0 74.4 11.7 81.0 5.4 84.8
LLaMA (13B) 14.4 84.3 1.3 22.0 77.2 14.8 83.8 6.3 91.9
LLaMA (33B) 18.2 80.0 1.8 26.0 72.8 19.8 78.7 8.8 88.6
LLaMA (65B) 17.8 81.9 0.3 25.9 73.8 18.7 81.0 8.7 90.9
Vicuna (7B) 10.1 79.2 10.8 16.2 72.7 9.6 79.8 4.3 85.0
Vicuna (13B) 9.2 62.6 28.2 14.0 55.0 8.8 62.8 4.7 70.0
Flan-T5 (3B) 2.3 17.4 80.3 39 19.7 1.5 17.1 1.3 15.5
Flan-T5 (11B) 4.2 20.0 75.7 7.6 23.7 32 19.9 2.0 16.5
Falcon (7B) 9.5 579 32.6 14.5 53.8 9.2 57.9 4.8 62.0
Falcon (40B) 10.8 41.0 48.2 16.2 36.4 11.2 40.0 4.9 46.6
Falcon-Instruct (7B) 6.8 56.7 36.5 11.5 56.0 5.6 57.2 34 56.7
Falcon-Instruct (40B) 10.8 322 57.0 16.7 30.5 11.5 31.1 4.3 34.8

Table 7: Comparison of different LLMs with different sizes. All numbers are in percentage (%).

P r
LLM-Based Rule-Based Min. Mean Min. Mean
Agm 0.721 0915  0.921 0.966
Arm Ap 0.775 0951 0.781 0.969
ARrL 0.730 0947 0.775  0.969
Hem 0968 0991 0.993  0.998
Him Hp 0976 0995 0.998  0.999
Hgrp 0.976  0.995 0998  0.999

Table 8: The minimum and mean Spearman’s rank cor-
relation coefficients (p) and Pearson correlation coef-
ficients (r) show high correlation between LM- and
rule-based metrics.

D Few-shot Zero-shot In-domain

Arv  Hwm  Am Hiv  Awv Hiw
g Open 32.7 20.8 32.6 24.7 45.0 27.8
= All 29.4 17.2 29.2 18.6 38.3 24.7
2 Open 19.7 13.3 21.6 17.9 30.1 23.0
= All 21.9 14.6 22.8 16.7 29.8 22.8
= Open 13.8 10.2 14.9 14.5 23.0 19.5
= All 9.5 10.5 10.3 12.7 154 20.2

Table 9: Performance of ChatGPT with different
prompts on Head-to-Tail. All numbers are in percent-
age (%).

Effect of brief and ‘“unsure”. We randomly sam-
pled 1.2K questions and tested the stability of an-
swers if we call ChatGPT to regenerate answers.
When not requiring brief or “unsure” answers, for
18% of questions, ChatGPT regenerated different
answers. Adding the requirement for brief answers
(Prompt 6 in Appendix A.1) reduced the percent-
age to 4%, and further asking “unsure” answers
with few-shot examples (Prompt 3) reduced the
percentage to 1%. In addition, according to manual
evaluation on 150 randomly sampled questions, re-
moving “unsure” as an option increases ChatGPT’s
hallucination rate by 13 percentage points.

Robustness of prompts. We explore two other
prompts. Compared with the original prompt
that conducts few-shot learning (Section 3.1), de-
noted as Few-shot, the Zero-shot prompt does not
provide examples and thus is zero-shot learning
(Prompt 4 in Appendix A.1), and the In-domain
prompt has the answerable example swapped out
for an in-domain example generated by the same
question template as the target question (Prompt 5
in Appendix A.1).

As shown in Table 9, Few-shot and Zero-shot
show very similar results, but performance differ-
ences are noticeable between Few-shot and In-
domain. In particular, in-domain examples help
get more correct answers (+8.9%, +7.9%, +5.9%
in Ay for head, torso, tail) but at the cost of more
hallucinations (+7.5%, +8.2%, +9.7% in Hyy for
head, torso, tail). We suspect that the in-domain
examples boost the confidence of ChatGPT in an-
swering a question, so it answers questions even
when the real confidence is not that high, causing
both higher accuracy and higher hallucination rate.

Despite the fluctuation, our original prompt tem-
plate (Few-shot) appears to be better at approximat-
ing the (confident) factuality of LLMs with the QA
accuracy, and the relative performance among the
head, torso, and tail remains stable over different
prompts.

4 Discussions

4.1 The future of knowledge graphs

The experimental analysis indicates that although
LLMs have incorporated factual knowledge within
their parameters, the amount of this encoded knowl-
edge remains limited. Knowledge of long-tail en-
tities is already sparse in KGs and is even more
deficient in LLMs.
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Nevertheless, LLMs have been revolutionizing
the way people seek information and calling for
reconsideration of the best representation of factual
knowledge. We term the forthcoming generation
of KGs as Dual Neural KGs: knowledge can reside
explicitly as triples (similar to KGs) and implicitly
as embeddings (like in LLMs); the symbolic form
caters to human understanding and explainability,
while the neural form benefits machine compre-
hension and seamless conversations. A piece of
knowledge can exist in both formats or in the one
that is more appropriate. The harmonious blend of
the two forms, capitalizing on the latest LLM inno-
vations, is an exciting research area as we elaborate
next.

Head knowledge. This involves popular entities
where training data are ample. Ideally, LLMs could
be taught such knowledge for efficient retrieval,
meaning head knowledge shall exist in both forms.
Currently, LLMs still have a mediocre QA accuracy
for popular entities (see Table 5), so a critical re-
search area is to infuse head knowledge into LLMs
through model training or fine-tuning. Early work
in this line includes knowledge infusion (Liu et al.,
2021; Wang et al., 2021; Zhen et al., 2022).

Torso-to-tail and recent knowledge. This in-
volves non-popular entities and emerging knowl-
edge, where training data are typically sparse or
absent. This type of knowledge might be best repre-
sented as triples. Serving such knowledge requires
effectively deciding when external knowledge is
essential, efficiently retrieving the relevant knowl-
edge, and seamlessly integrating it into the answers.
Early attempts in this direction involve knowledge-
augmented LLMs (Asai et al., 2023; Nakano et al.,
2022; Shi et al., 2023; Borgeaud et al., 2022).

4.2 Limitations and extensions

Taxonomy. Our work does not discuss the effec-
tiveness of LLMs in capturing taxonomy or type hi-
erarchies, which could be an extension of this study.
Specifically, we hypothesize that LLMs can effec-
tively incorporate type relationships (e.g., hyper-
nyms and synonyms), even for the fine-granularity
sub-types. Hence, it may no longer be worth manu-
ally constructing a very deep and complex hierar-
chy in the future.

Robustness to question formulation. This pa-
per primarily aims to evaluate how much an LLM
“knows” a fact with high confidence; we thus tested
various ways of formulating factual questions and

selected the least ambiguous form for this study.
However, this approach does not assess the model’s
robustness to paraphrasing or consider the diverse
ways models can be queried, such as entailment
or cloze-style prompts. Our supplementary exper-
iment in Appendix A.5 suggests that varying the
form of questions does not significantly impact the
evaluation results. A more thorough evaluation of
robustness is beyond the scope of this paper and
left for future research.

5 Related Work

Benchmarks. Most works studied the factuality of
LLMs using existing QA benchmarks such as We-
bQuestions (Berant et al., 2013), TriviaQA (Joshi
etal., 2017), LC-QuAD (Trivedi et al., 2017; Dubey
et al., 2019), QALD-9 (Usbeck et al., 2018), Natu-
ral Questions (Kwiatkowski et al., 2019), and Enti-
tyQuestions (Sciavolino et al., 2021). A recent line
of work has been constructing new QA benchmarks
to assess LLMs’ factuality, especially for long-tail
knowledge (Mallen et al., 2023; Kim et al., 2023).
Compared with these benchmarks, Head-to-Tail
is the first to specifically assess how well LLMs in-
corporate head, torso, and tail factual information.

LLM Evaluation. Recent years have seen a pro-
liferation of research on assessing the factuality of
LLMs (Roberts et al., 2020; Petroni et al., 2021;
Shuster et al., 2021; Mielke et al., 2022; Tan et al.,
2023; Hu et al., 2023; Peng et al., 2023a; Omar
et al., 2023; Kandpal et al., 2023; Mallen et al.,
2023; Chen et al., 2023). Most of these works
focus on a single knowledge source, such as Free-
base or Wikipedia, and they have yet to system-
atically perform the evaluation explicitly regard-
ing head/torso/tail entities or attributes. One work
close to ours is Omar et al. (2023), which evalu-
ated ChatGPT using facts collected from diverse
knowledge sources; however, their evaluation was
carried out manually on only 450 QA instances.
There are three works that also showed the corre-
lation between the QA accuracy of language mod-
els and fact popularity (Mallen et al., 2023; Kand-
pal et al., 2023; Kim et al., 2023). Our work, con-
ducted in parallel, focuses on a different angle—
how knowledgeable are LL.Ms? For this purpose,
we systematically designed experimental method-
ology, including the definition of head, torso, and
tail entities, the design of metrics, and the evalua-
tion method. Our benchmark is comprehensive in
containing different knowledge sources, different
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domains, and rich relations. Compared with these
three works, we gave more quantified answers for
research questions RQ1-RQ3.

6 Conclusion

We introduce Head-to-Tail, the first benchmark
designed to assess the ability of LLMs to inter-
nalize head, torso, and tail facts. Alongside the
dataset, we present a new evaluation methodology
with appropriate metrics for automatically evaluat-
ing LLMs’ factuality. Our evaluation shows that
even the most advanced LLMs have notable limi-
tations in representing factual knowledge, partic-
ularly for the torso and tail entities. Accordingly,
we suggest new research areas to seamlessly blend
knowledge in the symbolic form and neural form.
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A Appendix
A.1 List of Prompts

You are given a few samples of a relation in the format of <X, relation, Y>.
You need to write a question *template* about the relation, which can be
used to generate questions. The template needs to have one blank such that
a question about Y can be generated by filling the blank with X.

#Example 1

Samples: <!Hero, musicBy, Eddie DeGarmo>, <9 to 5 (musical), musicBy,
Dolly Parton>, <All About Us (musical), musicBy, John Kander>
Template: The music of _ is by whom?

#Example 2

Samples: <10,000 Maniacs, bandMember, Dennis Drew>, <16bit (band),
bandMember, Eddie Jefferys>, <ITYM, bandMember, Teddy Park>
Template: Name a band member of _?

#Example 3
Samples: {SAMPLES}
Template:

Prompt 1: Question template drafting.

You need to check whether the prediction of a question-answering system
to a question is correct. You should make the judgment based on a list of
ground truth answers provided to you. Your response should be "correct”
if the prediction is correct or "incorrect" if the prediction is wrong.

Question: Who authored The Taming of the Shrew (published in 2002)?
Ground truth: ["William Shakespeare”, "Roma Gill"]

Prediction: W Shakespeare

Correctness: correct

Question: Who authored The Taming of the Shrew (published in 2002)?
Ground truth: ["William Shakespeare”, "Roma Gill"]

Prediction: Roma Gill and W Shakespeare

Correctness: correct

Question: Who authored The Taming of the Shrew (published in 2002)?
Ground truth: ["William Shakespeare”, "Roma Gill"]

Prediction: Roma Shakespeare

Correctness: incorrect

Question: What country is Maharashtra Metro Rail Corporation Limited
located in?

Ground truth: ["India"]

Prediction: Maharashtra

Correctness: incorrect

Question: What’s the job of Song Kang-ho in Parasite (2019)?

Ground truth: ["actor"]

Prediction: He plays the role of Kim Ki-taek, the patriarch of the Kim
family.

Correctness: correct

Question: Which era did Michael Oakeshott belong to?
Ground truth: ["20th-century philosophy"]

Prediction: 20th century.

Correctness: correct

Question: Edward Tise (known for Full Metal Jacket (1987)) is in what
department?

Ground truth: ["sound department"]

Prediction: 2nd Infantry Division, United States Army

Correctness: incorrect

Question: What wine region is Finger Lakes AVA a part of?
Ground truth: ["New York wine"]

Prediction: Finger Lakes AVA

Correctness: incorrect

Question: {QUESTION}

Ground truth: {GROUND_TRUTH}
Prediction: {PREDICTION}
Correctness:

Prompt 2: Correctness checking.

Answer the following questions in as few words as possible. Say "unsure"
if you don’t know.

Question: What is the capital of China?
Answer: Beijing

Question: What is the captical of Wernythedia?
Answer: unsure

Question: {QUESTION}
Answer:

Prompt 3: Question answering (Few-shot).

Answer the following question in as few words as possible. Say "unsure"
if you don’t know. { QUESTION}

Prompt 4: Question answering (Zero-shot).

Answer the following questions in as few words as possible. Say "unsure"
if you don’t know.

Question: What is the captical of Wernythedia?
Answer: unsure

Question: {QUESTION"}
Answer: { ANSWER"}

Question: {QUESTION}
Answer:

Prompt 5: Question answering (In-domain) (#: the in-
domain instance described in Section 3.5).

Answer the following questions in as few words as possible. { QUESTION}

Prompt 6: Question answering (simply asking for con-
cise answers).

Answer the following questions in as few words as possible. Return your
best guess if you don’t know.

Question: What is the capital of China?
Answer: Beijing

Question: {QUESTION}
Answer:

Prompt 7: Question answering (returning its best guess
instead of “unsure” when the confidence is low).

A.2 Popularity measure in head-to-tail
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partition

e IMDb (traffic): The number of votes (i.e.,
numVotes) the title (e.g., movie, short, TV
series, etc.) has received; we do NOT consider
whether the vote is high or low in the counting.
For person entities, we use the total number
of votes received by the titles the person is
known for.

* Goodreads (traffic): The count of ratings (i.e.,
ratings_count) the book has received;
similarly, we do NOT take into consideration
whether the rating is high or low.



¢ MAG (traffic): The number of citations (i.e.,
CitationCount) the entity (i.e., scholarly
article, conference, or journal) has received.

* DBLP (density): The number of works the
scholar has authored.

* DBpedia (density): The number of relational
triples in DBPedia that contain the entity.

A.3 Implementation details

We interacted with ChatGPT and GPT-4 through
OpenAl API°. The employed version of Chat-
GPT and GPT-4 is gpt—-3.5-turbo-0301 and
gpt-4-0613, respectively. We used Transform-
ers (Wolf et al., 2020) to interact with the other
LLMs on A100 (80GB) GPUs, and we used 16-
bit floating point formats (i.e., float16 for Flan-T5
and RWKY, bfloat16 for LLaMA, Llama 2, Vicuna,
Falcon, and Falcon-Instruct). We employed the
original LLaMA, Llama 2, Flan-T5, Falcon, and
Falcon-Instruct versions. The employed version
of RWKYV and Vicuna is v4 Raven and v1.1,
respectively.

A.4 Impact of less naturally occurring

questions
Model Movie Book Academics
Aty Hiv Av Him  Av Hiw
GPT-4 43.8 12.6 39.1 24.6 11.2 9.8
ChatGPT 37.8 14.5 31.0 215 2.3 1.6
Llama 2 (70B) 304 31.6 19.7 10.0 4.5 59.0
LLaMA (7B) 18.7 71.9 21.4 59.1 2.4 94.9
LLaMA (13B) 253 73.2 244 74.5 4.6 93.7
LLaMA (33B) 31.2 67.5 31.7 65.9 52 91.7
LLaMA (65B) 27.1 72.4 323 66.5 8.2 91.8
Vicuna (7B) 21.1 68.5 19.2 62.9 2.6 91.3
Vicuna (13B) 20.3 58.5 11.4 38.7 3.1 77.4
Flan-T5 (3B) 1.7 15.1 2.8 4.5 0.2 43
Flan-T5 (11B) 6.3 22.1 6.6 10.1 0.8 16.0
RWKYV (7B) 4.5 243 13.3 37.0 0.1 9.5
Falcon (7B) 20.4 62.3 15.0 45.1 3.5 80.7
Falcon (40B) 26.0 43.1 114 7.1 4.7 55.0

Falcon-Instruct (7B) 134 664 9.9 341 19 585
Falcon-Instruct (40B) 284 375 119 1.9 39 512

Table 10: Comparison of LLMs’ factuality on Head-to-
Tail without relatively less naturally occurring questions.
All numbers are in percentage (%).

When constructing Head-to-Tail, we include all
predicates that allow reasonable factual questions.
Table 10, instead, shows metrics on predicates that
users are more likely to ask about. In general we
observed higher performance on the Movie and
Book domains, but the accuracy is still fairly low

Shttps://platform.openai.com/docs/
api-reference

and we observe similar patterns regarding head,
torso, and tail entities.

A.5 Asking questions in different forms

Head Torso Tail

Atv Hiv At Hiv A Him

Original 51.3 115 46.4 16.6 6.4 11.8
Cloze-style 50.8 8.9 46.1 14.3 6.8 12.6

Table 11: ChatGPT’s factuality in Ay (%) and Hy v (%)
obtained by the cloze-style queries closely mirrors that
of the simple-formed questions in the Movie domain.

We explored the influence of question formulation
on the evaluation results using ChatGPT in the
Movie domain. We rewrote all questions as cloze-
style questions (e.g., “What’s the release year of Mr.
& Mrs. Smith” was transformed to “The release
year of Mr. & Mrs. Smith is _”). As shown in
Table 11, the performance obtained by the cloze-
style queries is very similar to that obtained by
simple-formed questions.

A.6 Further discussions on the missing rate

Domain Aimv Him M

Movie 63.5 135 229
Academics 253 14.7 60.0

Table 12: Performance of GPT-4 on the top-10% pop-
ular questions in the head bucket. All numbers are in
percentage (%).

Prompt ALM HLM M

Original (Prompt 3) 63.5 13.5 229
Prompt 7 68.8 16.7 14.6

Table 13: Performance of GPT-4 on the top-10% pop-
ular questions in the head bucket in the Movie domain.
All numbers are in percentage (%).

It is observed that even for the top-10% popular
questions in the head bucket, the missing rate of
GPT-4 is still over 30% (Table 5). Although this
might seem counterintuitive, there are two reasons.
First, the performance reported in Table 5 is based
on all the studied domains, including the tail do-
main Academics. Table 12 compares GPT-4’s per-
formance on the top-10% head entities in the Aca-
demics and the Movie domains. The missing rate
on the more popular domain Movie is much lower
(23%). Second, if we explicitly ask the LLM to
return the best guess (Prompt 7) instead of respond-
ing “unsure”, GPT-4’s missing rate on the top 10%
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of head entities in the Movie domain would further
drop to 15% (Table 13). However, this is with the
price of higher hallucination rate, showing that the
confidence of this part of knowledge is low. Inter-
estingly, even after the above change, GPT-4 still
admits to being “unsure” for 15% of questions (e.g.,
GPT-4’s answers are “unknown” given the ques-
tions “What is the death year of Debbi Datz-Pyle
(known for The Matrix (1999))?”, “What movie is
Alan R. Kessler known for?”). This further con-
firms that LLLMs are not good at memorizing (inter-
nalizing) factual information.

A.7 An example of entity bucketing

Suppose there are 12 entities A, B,C, ..., L, and
their popularity scores are A = 8, B = 4, C =
D=2 F =F = ... =L = 1. The total
popularity scores add upto 24 (= 8 +4 + 2 +
2+ 1 x 8). Top-1/3 traffic (a total score of 8) is
contributed by { A}, thus the head; mid-1/3 traffic
is contributed by {B,C, D} (a total score of 4 +
2 + 2 = 8), thus the torso; bottom-1/3 traffic is
contributed by {E, F, ..., L} (atotal score of 1 x
8 = 8), thus the tail.
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A.8 Supplemental Results

Model All Movie Book Academics Open
Agm  Hgm  Apt Hpr Ap Hr Apv Hpwm M Apm Him Apv Hiv Aov How A Howm
GPT-4 31.1 32.6 37.2 26.5 37.1 26.5 40.3 233 36.3 59.3 14.8 22.8 244 15.8 99 | 47.6 30.2
ChatGPT 21.8 249 25.6 21.1 25.6 21.1 29.4 17.2 533 51.3 11.5 20.1 26.3 59 3.0 . 327 20.8
Llama 2 (70B) 13.9 32.7 16.5 30.0 16.5 30.1 16.2 30.3 53.5 39.2 28.2 15.0 522 129 352 1 9.9 223
LLaMA (7B) 10.4 83.0 15.5 71.9 154 78.0 19.0 74.4 6.6 27.2 69.5 21.6 74.8 5.0 90.6 : 19.9 70.7
LLaMA (13B) 12.7 86.6 18.1 81.1 18.0 81.2 22.0 77.2 0.8 36.5 63.1 20.1 79.9 9.7 89.8 + 217 77.1
LLaMA (33B) 16.7 82.0 223 76.5 222 76.5 26.0 72.8 1.3 429 57.0 24.2 75.8 10.8 87.5 : 25.8 72.3
LLaMA (65B) 149 84.8 21.7 78.0 21.6 78.1 259 73.8 0.3 37.0 62.3 23.1 76.9 16.5 83.5 + 26.1 73.7
b1 Vicuna (7B) 9.4 79.6 13.7 75.3 13.6 75.4 16.2 72.7 11.0 30.1 59.7 18.6 75.6 39 91.4 : 14.8 70.2
ﬁ Vicuna (13B) 8.7 60.3 11.9 57.1 11.9 57.1 14.0 55.0 31.0 29.9 52.0 10.8 64.0 54 74.3 : 12.5 46.8
Flan-T5 (3B) 2.5 211 33 20.3 33 20.3 39 19.7 76.4 2.3 19.9 3.7 52.1 0.1 79 5.7 12.8
Flan-T5 (11B) 5.8 255 7.4 239 7.4 239 7.6 23.7 68.7 10.7 30.1 7.9 59.5 0.4 21.0 : 8.8 10.6
RWKYV (7B) 6.2 353 8.3 332 8.2 332 9.6 319 585 9.8 26.7 15.4 49.8 0.2 132 + 107 33.7
Falcon (7B) 100 583 129 554 128 555 145 538 317 | 281 516 148 683 81 804 ! 119 4Ll
Falcon (40B) 121 405 145 381 146 380 162 364 474 | 360 303 102 529 115 618 1 131 248
Falcon-Instruct (7B) 66 609 93 582 93 583 115 560 324 | 208 601 114 657 16 677 ! 116 477
Falcon-Instruct (40B) 124 348 152 320 152 320 167 305 527 | 394 276 98 510 109 600 ! 132 153
GPT-4 25.6 275 309 223 30.8 223 334 19.7 469 55.0 16.9 243 21.8 10.5 6.8 : 36.5 24.1
ChatGPT 16.6 20.0 19.0 17.5 19.0 17.5 219 146 635 46.4 16.6 225 29.2 2.3 1.7 : 19.7 13.3
Llama 2 (70B) 114 34.8 13.7 325 13.6 325 132 33.0 53.8 339 29.8 129 544 11.1 382 6.9 25.4
LLaMA (7B) 5.7 87.0 9.7 83.0 9.6 83.1 11.7 81.0 7.3 21.2 72.3 95 80.4 2.6 93.7 : 12.2 80.0
LLaMA (13B) 8.5 90.1 12.6 86.0 12.5 86.1 14.8 83.8 14 28.8 70.5 142 85.3 6.3 92.2 : 129 85.2
LLaMA (33B) 12.7 85.7 17.5 80.9 17.5 81.0 19.8 78.7 1.5 36.0 63.8 19.2 80.5 7.9 884 , 184 79.9
LLaMA (65B) 114 88.2 16.5 83.2 16.4 833 18.7 81.0 0.3 325 66.9 20.0 79.1 9.4 90.6 : 16.7 83.2
§ Vicuna (7B) 54 84.0 8.7 80.7 8.6 80.8 9.6 79.8 10.6 229 64.6 8.7 82.1 2.6 91.6 7.7 80.3
<1 Vicuna (13B) 54 66.2 8.1 63.5 8.1 63.6 8.8 62.8 28.4 20.7 573 4.7 66.7 4.0 75.2 : 7.7 59.4
Flan-T5 (3B) 0.7 17.9 13 17.3 1.3 17.3 1.5 17.1 81.4 1.2 14.2 0.5 51.4 0.1 71 2.5 10.0
Flan-T5 (11B) 2.0 21.1 33 19.8 33 19.8 32 19.9 76.9 4.0 24.7 14 53.7 0.8 19.6 : 43 7.3
RWKYV (7B) 2.0 26.9 34 25.5 33 255 3.8 25.0 71.1 23 24.4 4.1 33.8 0.1 7.6 1 54 28.0
Falcon (7B) 59 61.3 8.3 58.8 8.3 58.9 9.2 57.9 329 20.5 54.6 6.5 74.0 6.2 83.4 : 7.3 45.6
Falcon (40B) 8.4 428 10.1 41.1 10.1 41.1 11.2 40.0 48.9 28.0 34.6 5.8 52.1 9.3 62.7 : 7.9 30.5
Falcon-Instruct (7B) 2.8 60.0 5.0 57.8 5.0 579 5.6 57.2 37.2 11.2 67.6 2.8 67.8 1.4 67.8 | 59 46.8
Falcon-Instruct (40B) 8.7 339 11.0 31.6 109 31.7 11.5 31.1 574 31.7 312 7.1 50.4 9.4 61.5 : 6.7 14.9

T
GPT-4 134 21.6 17.1 17.8 17.1 17.9 19.0 15.9 65.1 10.9 14.7 16.9 12.0 39 37 v 273 21.6
ChatGPT 59 14.0 7.7 12.2 7.7 12.2 9.5 10.5 80.1 6.4 11.8 8.0 19.2 0.8 0.9 : 13.8 10.2
Llama 2 (70B) 4.3 40.4 6.7 38.0 6.6 38.0 6.1 38.6 554 10.7 449 3.1 56.9 53 49.7 : 5.7 26.8
LLaMA (7B) 1.5 88.7 4.5 85.7 4.4 85.8 5.4 84.8 9.8 32 80.4 2.0 82.5 1.1 958 + 87 83.4
LLaMA (13B) 1.9 96.3 50 931 5.0 93.2 6.3 91.9 1.8 4.8 92.1 2.4 96.5 1.9 96.6 : 9.5 88.7
LLaMA (33B) 4.1 93.3 7.8 89.5 7.8 89.6 8.8 88.6 2.6 7.3 89.4 4.1 925 2.6 95.1 + 12.8 84.9
LLaMA (65B) 35 96.2 74 922 7.4 922 8.7 90.9 0.4 54 94.4 5.9 93.2 33 96.6 : 12.5 87.1
= Vicuna (7B) 14 87.9 39 85.4 39 854 4.3 85.0 10.7 5.1 85.6 1.5 86.7 1.5 904 1 5.9 82.4
= Vicuna (13B) 1.6 73.1 39 70.8 39 70.8 4.7 70.0 25.3 5.7 72.6 1.7 77.2 1.6 81.8 : 6.4 62.8
Flan-T5 (3B) 0.6 16.2 1.1 15.7 1.1 15.7 1.3 15.5 83.2 1.1 8.0 0.2 53.0 0.4 6.0 1 2.1 8.8
Flan-T5 (11B) 1.2 17.3 23 16.2 2.3 16.2 2.0 16.5 81.5 2.8 9.6 0.6 51.2 0.6 18.5 : 2.6 6.8
RWKYV (7B) 0.5 22.1 1.6 21.1 1.6 21.1 1.8 20.9 77.4 0.3 16.4 0.4 16.5 0.0 10.3 : 33 272
Falcon (7B) 2.1 64.6 42 62.6 4.2 62.6 4.8 62.0 332 7.6 71.2 14 75.2 1.9 89.6 5.8 45.7
Falcon (40B) 2.7 48.8 43 47.2 4.3 472 49 46.6 48.5 7.6 54.2 1.3 555 3.7 71.3 : 5.6 332
Falcon-Instruct (7B) 1.5 58.6 29 57.2 29 572 34 56.7 399 5.1 65.7 0.9 67.3 1.0 67.1 43 46.8
Falcon-Instruct (40B) 23 36.8 43 349 42 349 43 348 60.9 7.0 44.6 1.0 51.3 39 67.7 : 4.6 15.5
T

GPT-4 233 27.2 28.4 222 283 222 30.9 19.7 49.4 41.7 15.5 213 194 10.0 6.8 : 371 253
ChatGPT 14.7 19.6 174 16.9 174 16.9 20.3 14.1 65.6 34.7 133 16.9 249 3.0 19 , 221 14.8
Llama 2 (70B) 9.8 359 12.3 335 12.3 335 11.8 34.0 542 279 343 10.3 54.5 9.8 41.0 : 7.5 24.8
LLaMA (7B) 59 86.2 9.9 82.2 9.8 82.3 12.1 80.0 7.9 17.2 74.1 11.0 79.2 29 934 .+ 136 78.0
LLaMA (13B) 7.7 91.0 11.9 86.8 11.8 86.8 144 843 1.3 233 75.3 122 87.2 6.0 929 : 14.7 83.7
— LLaMA (33B) 11.2 87.0 159 82.3 15.8 824 18.2 80.0 1.8 28.7 70.1 15.8 82.9 7.1 90.3 + 19.0 79.1
E LLaMA (65B) 9.9 89.8 15.2 84.5 15.1 84.5 17.8 81.9 0.3 25.0 74.5 16.3 83.1 9.7 90.3 : 18.4 81.3
é Vicuna (7B) 54 83.8 8.8 80.5 8.7 80.5 10.1 79.2 10.8 194 70.0 9.6 81.5 2.7 91.2 : 9.5 71.6
B Vicuna (13B) 52 66.5 8.0 63.8 7.9 63.8 9.2 62.6 28.2 18.8 60.7 5.7 69.3 3.7 77.1 8.9 56.4
b} Flan-T5 (3B) 1.3 18.4 1.9 17.8 1.9 17.8 2.3 17.4 80.3 1.5 14.0 1.5 522 0.2 7.0 ¢ 3.4 10.5
= Flan-T5 (11B) 3.0 21.3 4.3 20.0 4.3 20.0 4.2 200 757 5.8 215 33 54.8 0.6 19.7 : 52 8.3
RWKYV (7B) 29 28.1 44  26.6 4.4 26.6 5.1 259  69.0 4.1 225 6.6 334 0.1 10.4 : 6.5 29.6
Falcon (7B) 6.0 61.4 8.5 58.9 8.4 59.0 95 579 32.6 18.7 59.1 7.6 72.5 54 84.5 8.3 44.1
Falcon (40B) 7.7 44.0 9.7 42.1 9.7 42.1 10.8 41.0 48.2 239 39.7 5.8 535 8.1 65.3 : 8.8 29.5
Falcon-Instruct (7B) 3.6 59.8 5.7 57.8 5.7 57.8 6.8 56.7 36.5 12.4 64.5 5.0 66.9 1.4 67.5 1 7.3 47.1
Falcon-Instruct (40B) 7.8 35.2 10.2 32.8 10.1 329 10.8 322 57.0 26.0 345 6.0 50.9 8.0 63.1 : 8.2 15.3

Table 14: Comparison of LLMs’ factuality about head, torso, and tail entities using all instances and instances of
each domain from Head-to-Tail. All numbers are in percentage (%).
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