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Abstract

We consider an unanswered question in the dis-
course processing community: why do relation
classifiers trained on explicit examples (with
connectives removed) perform poorly in real
implicit scenarios? Prior work claimed this is
due to linguistic dissimilarity between explicit
and implicit examples but provided no empir-
ical evidence. In this study, we show that one
cause for such failure is a label shift after con-
nectives are eliminated. Specifically, we find
that the discourse relations expressed by some
explicit instances will change when connectives
disappear. Unlike previous work manually an-
alyzing a few examples, we present empirical
evidence at the corpus level to prove the exist-
ence of such shift. Then, we analyze why label
shift occurs by considering factors such as the
syntactic role played by connectives, ambiguity
of connectives, and more. Finally, we investi-
gate two strategies to mitigate the label shift:
filtering out noisy data and joint learning with
connectives. Experiments on PDTB 2.0, PDTB
3.0, and the GUM dataset demonstrate that clas-
sifiers trained with our strategies outperform
strong baselines.

1 Introduction

Discourse relations, such as Contrast and Cause,
describe the logical relationship between two text
spans (i.e., arguments). They can either be signaled
explicitly with connectives, as in (1), or expressed
implicitly, as in (2):
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Corpora of explicit discourse relations are relatively
easy to create manually and automatically (Marcu

and Echihabi, 2002) since connectives are strong
cues for identifying relations (Pitler and Nenkova,
2009). In contrast, the annotation of implicit re-
lations is hard and expensive because one must
infer the sense from input texts. This has prompted
many early studies (Marcu and Echihabi, 2002;
Lapata and Lascarides, 2004; Sporleder and Las-
carides, 2005; Saito et al., 2006) to use explicit
examples to classify implicit relations (dubbed ex-
plicit to implicit relation recognition). The main
idea is to construct an implicit-like corpus by re-
moving connectives from explicit instances, and
use it to train a classifier for implicit relation recog-
nition. While this method attains good results on
test sets constructed in the same manner, it is re-
ported by Sporleder and Lascarides (2008) to per-
form poorly in real implicit scenarios. They claim
this is caused by the linguistic dissimilarities be-
tween explicit and implicit examples, but provide
no corpus-level empirical evidence. More recent
works (Huang and Li, 2019; Kurfalı and Östling,
2021) focus on enhancing the transfer performance
from explicit to implicit discourse relations. How-
ever, little attention has been paid to the underlying
causes of the poor results.

In this paper, we show that one cause for the
poor transfer performance is the occurrence of la-
bel shift during the construction of the implicit-like
corpus. Removing connectives from explicit ex-
amples affects the discourse relations they origi-
nally expressed. Referring to example (3), which
contains the connective then and is annotated as a
Temporal.Asynchronous relation:
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When the connective then is removed, the exam-
ple, however, tends to express a Contingency.Cause
relation because the first argument describes a re-
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sult of "stock plummet" and the second argument
gives the reason, a suspension of dividend pay. To
verify the existence of the label shift, we first man-
ually analyze a small number of explicit examples
with connectives removed, and summarize differ-
ent cases of instances suffering such shift. Then,
we provide empirical evidence to demonstrate that
label shift is present not only in a few examples
but at the corpus level. Consequently, classifiers
trained on the implicit-like corpus learn a chaotic
pattern for relation classification (i.e., being taught
to predict an example with Cause relation as Asyn-
chronous relation as in the above example), result-
ing in poor performance in real implicit scenarios.
We further analyze why label shift happens in the
implicit-like corpus by considering factors such as
the syntactic role played by connectives, ambiguity
of connectives, and more. Our results reveal that
the syntactic role played by connectives contributes
the most to the occurrence of the label shift.

Based on this observation, we investigate two
strategies from both the data and training aspects
to alleviate the influence of the label shift. We de-
vise a label shift metric to quantify the degree of
label shift that occurs in each explicit example and
employ it for sample-level filtering. Additionally,
we study a joint-learning strategy from the train-
ing side to further alleviate the impact of the shift
in cases where the filtering results are imperfect.
Specifically, our classifier jointly learns to recover
a connective from arguments and identify a relation
based on the recovered connective and arguments.

We evaluate the effectiveness of our approach
on two datasets: the Penn Discourse Treebank
2.0 (PDTB 2.0, Prasad et al., 2008) and 3.0 (PDTB
3.0, Webber et al., 2019b). Experiments show that
our model improves the performance of explicit
to implicit discourse relation recognition, achiev-
ing encouraging results on both datasets. Further-
more, to test the generalizability of the proposed
method, we conduct experiments on the GUM
dataset (Zeldes, 2017), which is annotated with
relations from Rhetorical Structure Theory (RST,
Mann and Thompson, 1988). The results suggest
that our filtering mechanism and joint training strat-
egy also help with the explicit to implicit relation
classification on the GUM dataset.

2 Related Work

Learning to use lexically-marked examples to clas-
sify implicit relations has received continued re-

search attention. Marcu and Echihabi (2002) train
the first classifier for implicit intra-sentential dis-
course relations using explicitly-marked exam-
ples from a raw English corpus, BLIPP (Char-
niak, 2000), and the RST Treebank (Carlson et al.,
2001). Lapata and Lascarides (2004) present a sim-
ilar approach using BLIPP but focus on sentence-
internal temporal relations. Blair-Goldensohn et al.
(2007) extend this work by refining the training pro-
cess using parameter optimization, topic segmenta-
tion, and syntactic parsing on the Gigaword (Graff
et al., 2003) and PDTB (Prasad et al., 2006b).
These three works are evaluated on test sets con-
structed in the same manner as the training set and
show good performance. Sporleder and Lascarides
(2008) and Lin et al. (2009) investigate the appli-
cability of this approach to real implicit scenarios
and find its performance is poor. They claim, based
on manual analysis of a few instances, that the lin-
guistic dissimilarities between explicit and implicit
examples may be the cause. However, a corpus-
level empirical analysis is not provided to establish
how widespread the problem is.

More recent work has focused on improving the
performance from explicit to implicit discourse
relation recognition. Wang et al. (2012) propose
to use typical examples with linguistic structure
shared between explicit and implicit relations for
training. Ji et al. (2015) adopt techniques such as
resampling from transfer learning to handle the
mismatched label distribution between explicit and
implicit corpora. Huang and Li (2019) follow a sim-
ilar domain adaptation idea but focus on minimiz-
ing the distance between representations of explicit
and implicit examples with an adversarial train-
ing framework. Kurfalı and Östling (2021) tackle
this task from a distant-supervision perspective. In
contrast to the above work, we aim to present a
new understanding of the question "Why classifiers
trained on explicit examples perform poorly in real
implicit scenarios" and to provide corpus-level em-
pirical evidence to support our findings.

Connective information has been widely stud-
ied in discourse relation recognition. Pitler and
Nenkova (2009) train a classifier with connectives
in the text as the only features and find it could
achieve over 90% accuracy on explicit relation
recognition. Similarly, many attempts have been
made using connectives to improve the recogni-
tion performance on implicit relations, including
pipeline methods (Zhou et al., 2010; Jiang et al.,
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Figure 1: Examples of suffering and not suffering the label shift.

2021), multi-task training (Kishimoto et al., 2020;
Long and Webber, 2022), adversarial training (Qin
et al., 2017), joint training (Liu and Strube, 2023),
and prompt learning (Zhou et al., 2022; Xiang et al.,
2023). Our work differs from them in both motiva-
tion and application scenarios. For example, we use
connective information not as a feature to the clas-
sifier but as a filtering mechanism to select good
training instances.

3 Experimental Setup

We introduce the task of explicit to implicit relation
recognition and describe the experimental setup1

used for analyses in Section 4 and improvements
in Section 6.
Task. The task of explicit to implicit relation recog-
nition builds an implicit classifier relying on ex-
plicit examples. The traditional approach to achiev-
ing this is to construct an implicit-like corpus by
excluding connectives from explicit examples, and
then train a classifier on this corpus with the origi-
nal explicit relations as ground-truth labels.
Datasets. The datasets we use for analyses are
PDTB 2.0 (Prasad et al., 2008) and PDTB 3.0 (Web-
ber et al., 2019b). PDTBs are corpora annotated
with a lexical-based framework where instances
are divided into different groups, including the dis-
course relation categories we focus on: explicit
and implicit. This clear grouping makes them very
suitable for explicit to implicit relation recogni-
tion (Huang and Li, 2019; Kurfalı and Östling,
2021) since we do not need to distinguish explicit
or implicit examples by ourselves. More import-
antly, the two corpora offer manually annotated
connectives for implicit examples (See Appendix
A.1), facilitating our comparative analysis of ex-
plicit and implicit relations.

We follow previous work (Huang and Li, 2019)
to use PDTB sections 2-20, 0-1, and 21-22 as train-
ing, development, and test set, respectively. We
conduct experiments on both the top- and second-

1https://github.com/liuwei1206/Exp2Imp

level relations of the two corpora.
Models. The relation classifier employed in this
paper, including models for analysis in section 4
and baselines in section 6, consists of a pre-trained
encoder and a linear layer. We follow previous
work (Zhou et al., 2022; Long and Webber, 2022)
to use RoBERTabase as the encoder. We show
in Appendix B.2 that our findings are consistent
across different pre-trained models and sizes. See
Appendix A for more detailed settings.

4 Label Shift in Discourse Relations

4.1 What is label shift?
We consider label shift as the difference in rela-
tions observed between the same example with and
without a connective:

Rel(Arg1,Conn,Arg2) ̸= Rel(Arg1,Arg2)
(1)

where Arg1 and Arg2 are arguments of the exam-
ple, and Conn denotes the connective. Figure 1
shows examples of suffering and not suffering the
label shift. Example (4) was originally annotated
as an Expansion.Conjunction relation because of
the connective and. When and is removed, the
example tends to express a Comparison.Contrast
relation because of the contrast in lexical cues (e.g.,
"would help" vs. "dangling in the wind"). Regard-
ing example (5), the arguments express the same
relation as the connective because since the first
argument describes a result of "uncertain" and the
second argument presents the reason, i.e., unsure
of liability.

4.2 Do explicit examples suffer label shift?
We manually analyze 100 explicit instances in
PDTB 2.0 to ascertain the existence of label shift.
Specifically, we randomly sample 100 explicit ex-
amples from the PDTB 2.0 and remove the connec-
tives. Then, we train two students to annotate raw
texts with PDTB relations. After finishing the train-
ing, the two students are asked to annotate those
100 examples (with connective removed), and the
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Figure 2: Different cases suffering label shift.

inter-annotator agreement is 0.7346 calculated in
Cohen’s Kappa.2 See Appendix B.1 for more an-
notation information.

We find that 37 of these 100 examples were an-
notated with relations different from the original
annotation, suggesting the existence of the label
shift. We identify three different cases of suffering
label shift: (i) Removing connectives leads to dif-
ferent relations. Referring to example (3), where
the connective then signals a Temporal relation
while the arguments express a Contingency rela-
tion because the first argument describes a result of
"stock plummet" and the second one points out the
reason, a suspension of dividend pay. (ii) Deleting
connectives causes ambiguity in relations. This
occurs when arguments contain clues to multiple
relations without favoring a certain one. Consid-
ering example (6) in Figure 2, the arguments can
express Contingency or Temporal relations since
inserting because or after between arguments is
acceptable. (iii) No relation is observed after elim-
inating the connective. This happens when there
are no clues indicating discourse relations or argu-
ments are too short to provide sufficient context.
Referring to examples (7) in Figure 2, there is low
lexical cohesion between the two arguments, re-
quiring extensive world knowledge to understand
that "Washington" refers to the U.S. government
and "politics" can be "complex" or "contradictory",
making it hard to infer any relation.

4.3 Does this shift exist at the corpus level?
We devise an empirical approach to show that label
shift exists at the corpus level. The key idea comes
from our definition of label shift, where an example
is considered as suffering shift if its expressed rela-
tions are different when containing or not contain-
ing a connective. We mimic this judgment process
but replace relations inferred by humans with those
predicted by relation classifiers. Specifically, given

2We use cohen_kappa_score in sklearn.

Algorithm 1 Measuring Label Shift
Input: Relation Classifier M, Corpus with Connectives

{(Arg1i,Conni,Arg2i,Reli)}|Ni=1

Output: diff_num, scores
1: Train(M, {(Arg1i,Arg2i,Reli)}|Ni=1)
2: diff_num = 0
3: scores = []
4: for i = 1, . . . ,N do
5: # without and with connectives
6: p1 = M.pred(Arg1i,Arg2i)
7: p2 = M.pred(Arg1i,Conni,Arg2i)
8: v1 = M.get_rep(Arg1i,Arg2i)
9: v2 = M.get_rep(Arg1i,Conni,Arg2i)

10: if p1 ̸= p2 then
11: diff_num = diff_num + 1
12: end if
13: value = cosine_similarity(v1,v2)
14: Append(scores, value)
15: end for

Figure 3: Percentage of examples in Explicit and Imp-
licit corpora that receive the same and different predic-
tions when containing and not containing a connective.

a corpus with connectives (either explicit corpus
or implicit corpus with implicit connectives), we
first train a relation classifier using arguments-label
pairs3 of the corpus. Then, we compare the classi-
fiers’ predictions on this corpus with and without
the use of connectives (i.e., explicit examples vs.
explicit examples with connectives removed, or
implicit examples with connectives vs. implicit
examples). If the predictions in the two settings
are very different (see diff_num in Algorithm 1),
it implies that connectives can substantially affect
the semantics of examples throughout the corpus.
That is, label shift exists across the entire dataset.

We conduct analyses on both explicit and im-
plicit parts of PDTB 2.0 and 3.0, providing a
comparison between these two types of examples.
Figure 3 shows the assessment results on PDTB 2.0
and 3.0 (on top-level relations). In explicit corpora,
connectives are more likely to influence the pre-
dictions of relation classifiers, with approximately

3We did not use examples with connectives to train clas-
sifiers because models trained in this way rely heavily on
connectives for prediction (Pitler and Nenkova, 2009). By
contrast, classifiers trained on arguments (no connectives)
make predictions grounded in the semantics of examples.
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(a) Explicit w/o Connectives (b) Explicit w/ Connectives

(c) Implicit w/o Connectives (d) Implicit w/ Connectives

Comparison Contingency Expansion Temporal

Figure 4: Visualization of examples in PDTB 2.0 when
containing or not containing a connective.

30% of the examples being predicted as different
relations when containing and not containing a con-
nective. By contrast, only about 5% of instances
in the implicit corpora are predicted in different
relations under the same settings.

We further visualize the representations of ex-
amples with and without a connective (see v1 and
v2 in Algorithm 1). Figure 4 shows the visualized
results on the training set of PDTB 2.0 (top-level
relation) using t-SNE (van der Maaten and Hinton,
2008). Without connectives (see Fig 4a), explicit
examples are well separated since the classifier is
trained on arguments-label pairs. When inserting
explicit connectives into inputs (see Fig 4b), the
representations undergo significant changes, inter-
twining examples of different relations. Compared
to the explicit cases, the representations of implicit
instances generally remain unchanged after incor-
porating connectives (see Fig 4c and 4d), suggest-
ing relations expressed by implicit arguments are
barely affected by connectives.

The above results indicate that, after removing
connectives, many examples in the explicit cor-
pus express relations that differ from the original
annotation. Consequently, classifiers trained on ex-
plicit examples (with connectives removed) learn a
chaotic pattern for relation prediction, resulting in
poor performance in real implicit scenarios.

4.4 Can label shift be measured?

Different explicit instances exhibit varying degrees
of label shift. For example, the case (i) in Section

4.2 is more severe than case (ii) as deleting the
connective makes the former convey a completely
different relation (Temporal → Contingency) while
rendering the latter ambiguous (but the original
relation holds). We design a label shift metric to
quantify the degree of label shift that occurs in each
instance of an explicit corpus. We show in Sections
4.5 and 5.1 that this metric can be used to analyze
factors causing label shift and to filter out noisy
examples that suffer label shift, respectively.

Given an explicit corpus with annotated relations
{(Arg1i,Conni,Arg2i,Reli)}|Ni=1, we first train a
classifier with arguments-relation pairs. Then, for
each example, we extract representations of that
example when containing and not containing a con-
nective from the trained classifier’s encoder, and
calculate the cosine similarity between these two
representations (see value in Algorithm 1). If the
cosine similarity is close to 1, it indicates that the
example with and without connectives are seman-
tically similar, thus suggesting the connective is
more likely removable; otherwise, removing the
connective probably results in a label shift. We
compute the label shift metric for explicit corpora
of PDTB 2.0 and 3.0, and find that around 33% of
explicit examples in PDTB 2.0 and about 29.6% of
those in PDTB 3.0 have a cosine similarity of less
than 0.5, suggesting a substantial portion of con-
nectives in the explicit dataset are not removable.

4.5 Why does label shift happen?

While we have demonstrated that label shift oc-
curs during the construction of the implicit-like
corpus, we know little about why removing a con-
nective has such a significant impact. We investi-
gate four factors that can contribute to label shift:
(i) Is the removed connective a conjunction or an
adverb (Prasad et al., 2006a)? Conjunctions join
clauses of equal grammatical rank in a sentence or
join a subordinate clause to a main clause (Blüh-
dorn, 2008). Removing conjunctions disrupts the
syntactic structure of the texts and may make the
relations expressed unclear. (ii) Is the removed con-
nective ambiguous (Webber et al., 2019a)? Some
connectives, such as since, are ambiguous and sig-
nal multiply relations, which may result in the an-
notated relations of explicit examples being differ-
ent from relations inferred from the arguments of
these examples. (iii) Is the status of the arguments
intra- or inter-sentential (Prasad et al., 2018)? The
information carried by intra-sentential arguments
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PDTB 2.0 PDTB 3.0
coefficient p-value coefficient p-value

Conj vs. Adv -0.3946 <0.001 -0.3226 <0.001
Ambiguity -0.0981 <0.001 -0.0412 <0.001
Intra vs. Inter -0.1947 <0.001 -0.1898 <0.001
Input length 0.1416 <0.001 0.1944 <0.001

Table 1: Pearson correlation between each individual
factor and the label shift metric.

is incomplete (only parts of a sentence) and may
not indicate a clear relation without the help of
connectives. (iv) What is the length of the input
arguments? Sufficient information is the key to
inferring relations from text. If the arguments are
very short, it will be hard to infer a relation in
the absence of connectives. We extract these four
features for each example in the explicit corpus,
where the first three are represented as Boolean
values (i.e., 0 or 1), and the last is represented as
a floating value (normalize the length to a value
between 0 and 1).

We calculate the Pearson correlation between
each individual factor and the label shift metric
calculated in Section 4.4, and show the results on
PDTB 2.0 and 3.0 (top-level relation) in Table 1.
All factors are significantly correlated with the la-
bel shift metric (p-value < 0.001) but with different
correlation coefficients. The syntactic role played
by connectives receives the largest value (in terms
of absolute value), indicating whether the removed
connective is a conjunction or an adverb has the
most impact on the occurrence of label shift. It
is followed by the status and length of arguments.
Surprisingly, ambiguity of connectives has the low-
est correlation coefficient and shows a clear gap
with the other factors. This suggests that ambiguity
of connectives seems not to be the primary cause
of label shift in PDTB 2.0 and PDTB 3.0.

The results above only show the correlation of
standalone factors with label shift, without consid-
ering all factors together. Inspired by Liu et al.
(2023c), we train an XGBoost model (Chen and
Guestrin, 2016) to find out the importance of fac-
tors when using the four features to predict the
calculated label shift metric. XGBoost is a gra-
dient boosting framework, where the importance
of a feature can be measured by the performance
gain it brings (Shang et al., 2019). The frame-
work also harnesses arbitrary interactions between
features and is highly regularized to prevent overfit-
ting, making it suitable to analyze a set of features.

We conduct the experiments on PDTB 2.0 and
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Figure 5: Feature Importance of the XGBoost Model in
predicting the label shift metric on PDTB 2.0 and 3.0.

3.0, and show the results in Figure 5. Consistent
with the Pearson correlation analysis, the syntactic
role played by connectives shows overwhelming
importance in predicting the label shift metric, with
an importance score of more than 0.8. In contrast,
the state and length of arguments are less impor-
tant when all factors are considered together. This
may be because the three factors, the syntactic role
played by the connective, the state of the arguments,
and the length of the arguments, are not indepen-
dent of each other,4 so the latter two factors provide
limited additional information to the first feature in
predicting label shift. The last feature, the ambigu-
ity of connective, is still useful but less important
than other three factors. We provide more detailed
setups and XGBoost results with different combi-
nation of features in Appendix B.3.

5 Strategies to alleviate the label shift

In this section, we introduce two strategies to alle-
viate the impact of label shift in the task of explicit
to implicit relation recognition.

5.1 Filter out noisy examples
Our first strategy is straightforward: filtering out
examples that may have suffered label shift. Given
an explicit corpus, we calculate the cosine value
of each example following the approach in Sec-
tion 4.4, and filter out instances with low values.
However, rather than configuring a fixed threshold
for the entire corpus, we compute different thresh-
olds per relation class. This is because data with
different relations suffers from varying degrees of
label shift. We group all cosine values based on the
relation of each example, and calculate the aver-
aged value for each group. If the cosine value of an
instance is less than the average value of the group
it belongs to, we filter it out.

4For example, 62.87% of explicit examples (in PDTB 2.0)
whose connectives are conjunctions, contain intra-sentential
arguments. And inter-sentential arguments are usually longer
and contain more words than their intra-sentential counterpart.

2743



PDTB 2.0 PDTB 3.0
top-level second-level top-level second-level

Models Acc F1 Acc F1 Acc F1 Acc F1
I2I-Entire 67.970.64 59.740.94 58.110.63 37.740.31 72.400.21 67.200.34 62.620.87 53.110.58
I2I-Reduced 63.770.53 54.661.31 54.070.83 35.490.49 69.860.91 64.121.29 59.430.40 46.650.83

Ji et al. (2015) - 38.62 - - - - - -
Huang and Li (2019) - 40.90 - - - - - -
Kurfalı and Östling (2021) - 33.55 25.32 13.01 - - - -
Common 53.73 17.48 25.22 03.66 43.62 15.19 27.69 03.10
E2I-Entire 56.140.65 41.490.59 34.570.38 22.030.58 51.490.39 45.250.50 39.090.87 33.560.72
E2I-Reduced 55.580.59 39.131.05 31.650.99 18.031.09 48.570.30 40.090.97 36.540.55 28.321.03

Our Method 60.500.34 51.250.70 39.330.28 27.130.50 57.540.16 51.010.45 41.500.30 37.080.13
w/o filtering 58.700.24 45.390.63 36.280.27 23.550.53 52.240.32 46.030.67 40.450.33 34.150.48
w/o joint learning 57.740.45 44.420.83 35.230.34 22.500.48 52.310.38 44.460.56 40.110.28 33.930.30

Table 2: Results on PDTB 2.0 and PDTB 3.0 (with standard deviation). E2I-Entire is the typical setting for explicit
to implicit discourse relation recognition, serving as the baseline, and I2I-Entire is the upper bound for implicit
relation classification. Our two strategies can effectively close the gap between baseline and upper bound.

5.2 Joint learning with connectives

We further investigate a joint learning framework
to alleviate label shift in cases where the filtering
result is imperfect. The main idea is that label
shift is caused by removing connectives; so if we
attempt to recover the discarded connective during
training, examples may be more consistent with the
original relation labels.

Given an explicit example (Arg1,Conn,Arg2,
Rel), we insert a ⟨mask⟩ token between two ar-
guments, and train a connective classifier to re-
cover a suitable connective (conn_pred) at the
masked position. Simultaneously, we train a re-
lation classifier to predict a relation based on both
input arguments and the predicted connective, i.e.,
(Arg1, conn_pred,Arg2). With the presence of
the predicted connective, we hypothesize that the
modified input will be closer to the original relation
than the former input containing only two argu-
ments, alleviating the occurrence of label shift. We
provide a detailed description and implementation
of our method in Appendices C and D, respectively.

6 Experiments

We conduct experiments to show that our method
not only improve the performance of explicit to
implicit relation recognition on PDTB 2.0 and 3.0,
but also works well on a corpus annotated with
RST relations.

6.1 Baselines and upper bounds

We evaluate our method on PDTB 2.0 (Prasad et al.,
2008) and PDTB 3.0 (Webber et al., 2019b), report
the mean performance of 5 runs (with different

seeds), and compare our method with existing state-
of-the-art models on explicit to implicit relation
recognition. In addition, we show the performance
of several strong baselines and upper bounds:

• Common. Always predict the most common
label in the training set.

• E2I-Entire. Finetune RoBERTa on the entire
training set of explicit examples and test on im-
plicit examples. This is the typical setting for
explicit to implicit relation recognition.

• E2I-Reduced. Similar to E2I-Entire, but the
training set is reduced to have the same size as
our filtered corpus.

• I2I-Entire. This serves as an upper bound, where
RoBERTa is finetuned on the entire training set
of the implicit examples.

• I2I-Reduced. A variant of I2I-Entire, where the
training set contains the same number of exam-
ples as our filtered corpus.

6.2 Overall results
The evaluation results on PDTB 2.0 and PDTB 3.0
are shown in Table 2. Classifiers trained on explicit
corpora (E2I) perform much worse on implicit re-
lation recognition than those trained on implicit
datasets (I2I). For example, on the top-level re-
lations in PDTB 2.0 and PDTB 3.0, E2I-Entire
lags behind I2I-Entire by 18.25% and 21.95% in
terms of F1 score, respectively. This is in line
with previous findings that classifiers trained on
explicit examples perform poorly on real implicit
relations (Lin et al., 2009). Our method can sub-
stantially enhance the performance of explicit to
implicit relation recognition, closing the F1 gap
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with I2I-Entire from 18.25% to 8.49% in PDTB 2.0
and from 21.95% to 16.19% in PDTB 3.0. These
results highlight the effectiveness of our approach
for the task, which in turn suggests that label shift
is one cause for poor transfer performance from
explicit to implicit relations. Despite achieving
impressive results, our model still has a lower per-
formance than the upper bound (i.e., I2I-Entire).
We suspect this is because even despite our sug-
gested approach for filtering out training examples
potentially affected by label shift, there may still be
issues due to the fact that (1) explicit and implicit
examples have different syntactic structure (Lin
et al., 2009); (2) the label distributions in explicit
and implicit corpora are very different (see Figure
4). These differences may cause other shifts dur-
ing the transfer from explicit to implicit relation
recognition, which we leave for future work.

We then analyze the effectiveness of each mod-
ule in our method. Specifically, we perform an ab-
lation study in which we systematically remove the
filtering strategy, leaving our model trained with
only the joint learning strategy. As shown in Table
2, removing the filtering strategy hurts the perfor-
mance, with F1 scores for top-level relation recog-
nition dropping by 5.86% and 4.98% for PDTB
2.0 and 3.0, respectively. Similarly, we eliminate
the joint learning from our approach, giving it the
same structure as the baseline but training it on the
filtered corpus. Without jointly learning with con-
nectives, the performance of our approach degrades
(see "w/o joint learning" in Table 2), similar to the
case of the filtering strategy. These results demon-
strate that both strategies are crucial for achieving
good performance. We also find that using each
strategy individually only slightly enhances per-
formance, below the effectiveness of combining
them. This suggests that: (1) neither strategy can
fully mitigate the impact of label shift; (2) the two
strategies are complementary to each other since
combining them achieves more improvement.

Furthermore, we analyze whether our filter-
ing strategy can really improve data quality. To
this end, we compare the performance of models
trained on the same number of examples but from
three different sources: our filtered corpus ("w/o
joint learning"), sampling from original explicit cor-
pus (E2I-Reduced), and sampling from implicit cor-
pus (I2I-Reduced). Table 2 also shows the results.
We find that models trained on our filtered corpus
perform better than E2I-Reduced, closing the gap

Models Acc F1
I2I-Entire 62.080.41 56.810.72
I2I-Reduced 52.870.67 46.511.24

Common 35.82 07.54
E2I-Entire 37.800.76 32.521.34
E2I-Reduced 36.260.87 31.281.45

Our Method 41.880.63 37.560.92
w/o filtering 39.900.54 34.150.97
w/o joint learning 39.040.72 34.751.21

Table 3: Results on the RST GUM corpus.

with I2I-Reduced. This indicates that the quality of
our filtered corpus is better than the equally sized
corpus obtained through random sampling.

6.3 Results on the GUM dataset

Our approach is based on the analysis of PDTB cor-
pora. To test the generalizability of our approach,
we evaluate it on the GUM dataset (Zeldes, 2017),
which is annotated with RST relations. There are
different versions of the GUM dataset, in this work
we use the v9 version released by the DISRPT
2023 shared task (Braud et al., 2023). However,
the GUM dataset does not have a data split of ex-
plicit and implicit relations. To address this issue,
we employed a rule to divide explicit and implicit
examples: if an instance (1) contains two adjacent
text units and (2) contains a connective at the be-
ginning of its second text unit, it is identified as
an explicit case; otherwise, it is implicit. We pro-
vide a more detailed description of the corpus in
Appendix A.1.

Table 3 shows the results of explicit to implicit
relation recognition on the GUM dataset. The clas-
sifier trained on explicit examples of the GUM
dataset (E2I-Entire) performs poorly in implicit re-
lations, lagging behind its counterpart trained on
implicit instances (I2I-Entire) more than 24% in F1
score. Each of our proposed strategies can slightly
improve the performance on this corpus, and com-
bining them achieves the best results, with a 5-point
improvement in the F1 score over the E2I-Entire
baseline. This demonstrates that our approach may
generalize to other discourse data sets.

7 Conclusion

We find that one cause for the poor transfer per-
formance from explicit to implicit relations is the
occurrence of label shift when deleting connectives
from explicit examples. We present both manual
and empirical evidence to demonstrate the exis-
tence of such shift in the explicit corpus. We de-
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sign a cosine similarity-based metric to measure
label shift in the corpus, filter out noisy data, and
investigate a joint learning framework to mitigate
label shift. Experiments on PDTB 2.0 and PDTB
3.0 demonstrate that training classifiers on the fil-
tered corpus with our joint learning strategy can
significantly enhance the performance of explicit
to implicit relation recognition. Furthermore, we
show that our approach also works well on the
GUM dataset, suggesting its generalizability.

8 Limitations

In this study, we conduct experiments solely on
corpora annotated with PDTB and RST relations.
It would be interesting to explore whether our ap-
proach is applicable to corpora annotated with other
relations, such as relations in Segmented Discourse
Representation Theory (SDRT, Asher et al., 2003).
In addition, this work only focuses on English rela-
tional corpora. Recently, an increasing number of
works have begun to call for attention to multilin-
gual discourse (Kurfalı and Östling, 2019; Varachk-
ina and Pannach, 2021; Liu et al., 2023a; Metheniti
et al., 2023), and shared tasks (Zeldes et al., 2021;
Braud et al., 2023) have been organized to deal
with multilingual discourse relation classification.
Therefore, investigating whether the same findings
hold for discourse treebanks in other languages
would be an exciting direction for research.
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Contingency.Cause Contingency.Cause
Contingency.Pragmatic cause Contingency.Cause+Belief
Expansion.Conjunction Contingency.Condition
Expansion.Instantiation Contingency.Purpose
Expansion.Alternative Expansion.Conjunction
Expansion.List Expansion.Equivalence
Expansion.Restatement Expansion.Instantiation
Temporal.Asynchronous Expansion.Level-of-detail
Temporal.Synchrony Expansion.Manner

Expansion.Substitution
Temporal.Asynchronous
Temporal.Synchronous

Table 4: Top- and second-level relations of PDTB 2.0
and PDTB 3.0 (commonly used in the literature).

Joint Adversative Context Causal
Elaboration Explanation Contingency

Table 5: Relations of the GUM dataset used in this work.

A Experimental settings

A.1 Dataset description

PDTB. The dataset used for analysis in this study
is the Penn Discourse Treebank (PDTB). PDTB
has two widely used versions, namely PDTB
2.0 (Prasad et al., 2008) and PDTB 3.0 (Webber
et al., 2019b). In both versions, each example is
annotated with a three-level relation from coarse
to fine. In this study, we use top-level and second-
level relations for analyses and experiments. Fol-
lowing previous work (Kim et al., 2020), we use 4
and 11 labels for top- and second-level relations in
PDTB 2.0, and 4 and 14 labels for those in PDTB
3.0 (see Table 4). The two datasets are divided into
training, development, and test sets, following the
setup in Ji and Eisenstein (2015). Table 6 shows
the statistics information on both datasets. We also
show an example of the annotated connective in
the implicit corpus:
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GUM. The GUM dataset used in this study is from
DISRPT 2023 (Braud et al., 2023). The original
GUM dataset is annotated with a constituent tree
structure, containing both structure and relation
information. In DISRPT 2023, the annotated rela-

Dataset Type Train Dev Test

PDTB 2.0
Explicit 14117 1462 1285
Implicit 12632 1183 1046

PDTB 3.0
Explicit 18626 1944 1767
Implicit 17085 1653 1474

GUM
Explicit 2095 276 264
Implicit 11802 1607 1619

Table 6: Statistics of different corpus.
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Figure 6: The architecture of the model used in the
analysis.

tions in the GUM v9 dataset have been converted
into a group of triplets which contain text units 1
and 2, and label. Specifically, the organizers of
DISRPT 2023 first convert5 the RST constituent
trees into a dependency representation (Li et al.,
2014). They then extract (EDUi, EDUi, Relation)
from the dependency tree as (text_unit1, text_unit2,
label)6 in the shared task. However, there is no
split between explicit and implicit relations in this
corpus. To address this issue, we follow previ-
ous research practice on RST corpus (Marcu and
Echihabi, 2002) to consider examples that have
two adjacent text units and contain a connective
at the begining of the second text unit as explicit
instances. The connective list used during the divi-
sion comes from the explicit corpus of PDTB 2.0,
which includes 99 distinct connectives. The pro-
cessed corpus contains about 3k explicit examples
and 19.2k implicit instances. Due to the small size
of the explicit corpus and the uneven distribution
of labels (e.g., the relation joint accounts for 34.8%
of the explicit corpus), we only consider relations
with frequency more than 100, resulting in 7 rela-
tions (see Table 5) in the final dataset. We show the
statistics of the final dataset in Table 6.

A.2 Details in analyses

The model used in the analysis is a widely used
framework for relation classification, consisting of
a pre-trained model as the encoder and a linear
layer as the classification layer. We follow previ-
ous work (Zhou et al., 2022; Long and Webber,

5https://github.com/amir-zeldes/gum
6We consider the text unit as argument.
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Encoder Type Relation Level Relation Type
PDTB 2.0 PDTB 3.0

Same Different Same Different

RoBERTa-base Second-level
Explicit 59.21 40.79 67.56 32.44
Implicit 93.67 6.33 93.14 6.86

RoBERTa-large Top-level
Explicit 59.81 40.19 66.84 33.16
Implicit 93.73 6.27 94.27 5.73

BERT-base-uncased Top-level
Explicit 59.44 40.56 70.52 29.48
Implicit 94.53 5.47 95.97 4.03

DeBERTa-base Top-level
Explicit 64.64 35.36 69.41 30.59
Implicit 96.08 3.92 94.88 5.12

T5-base Top-level
Explicit 63.41 36.59 69.86 30.14
Implicit 94.68 5.32 94.49 5.51

Table 7: Percentage of examples in Explicit and Implicit corpora that receive the same and different predictions
when containing and not containing a connective (see diff_num in Algorithm 1).

2022) to use RoBERTabase as the encoder. Fig-
ure 6 shows the overall architecture of the model.
We train this model following most of the default
settings in RoBERTa. The optimizer used in the
experiments is AdamW, with an initial learning rate
of 1e-5, a batch size of 16, and a maximum epoch
number of 10. The maximum input length is set
to 256 for all corpora. We conduct all experiments
on a single Tesla P40 GPU with 24GB memory.
Note that the baselines in the experimental section
(e.g., E2I-Entire, E2I-Reduced, I2I-Entire, and I2I-
Reduced) use the same models as described above.

B More results about label shift

B.1 Manual analysis

We randomly sample 100 explicit examples7 from
PDTB 2.0 and remove the connective from those
examples. Before starting the annotation, two
students from the Computational Linguistics De-
partment receive training in annotating relations
on unannotated texts. Specifically, we introduce
the definition of relations in PDTB 2.0 to the
two students and ask them to practice annotat-
ing raw texts from Gigaword corpus (the corpus,
like PDTB 2.0, is also in news domain). We
check their annotation results, compare the dif-
ference, listen to their explanations, and give our
comments. After several rounds of practice, the
two students are asked to annotate these 100 ex-
plicit examples without connectives, separately.
They need to annotate each instance with one of
12 relations, including Comparison.Concession,

7Among the 100 examples, 16, 31, 34, and 19 are in Con-
tingency, Comparison, Expansion, and Temporal Relations,
respectively, similar to the label distribution of the explicit cor-
pus (Contingency: 17.74%, Comparison: 29.82%, Expansion:
33.79%, Temporal: 18.65%).

Algorithm 2 Identify Cases of Label Shift
Input: New and original annotations {(NAi,OAi)}|100i=1

Output: Statistics of label shift: shift_num, case1, case2,
case3

1: shift_num, case1, case2, case3 = 0, 0, 0, 0
2: for i = 1, . . . , 100 do
3: if NAi ̸= OAi then
4: shift_num += 1
5:
6: if OAi ∈ NAi then
7: case2 += 1
8: else if NAi ="NoRel" then
9: case3 += 1

10: else
11: case1 += 1
12: end if
13: end if
14: end for

Comparison.Contrast, Contingency.Cause, Contin-
gency.Pragmatic cause, Expansion.Conjunction,
Expansion.Instantiation, Expansion.Alternative,
Expansion.List, Expansion.Restatement, Tempo-
ral.Asynchronous, Temporal.Synchrony, and Non-
Rel. The inter-annotator agreement is 0.7346 cal-
culated in Cohen’s kappa.

After completing the annotations, we implement
a program (see Algorithm 2) following the defini-
tion of label shifting in equation (1), comparing the
new annotations with the original ones8. If an ex-
ample’s new and original annotations are different
(not exactly equal), it is considered to suffer a label
shift. Further, given an example suffering a label
shift, it is case (ii) if its new annotation contains
the original one; otherwise, it is case (iii) if the new
annotation is "no relation"; otherwise, it is case (i).
Among the 100 examples, 37 are identified as suf-
fering a label shift, in which 15, 19, and 3 belong

8The original labels of these 100 explicit examples are
annotated based on both argument and connective. And the
inter-annotator agreement of the original explicit corpus is
0.945 (Prasad et al., 2008).
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to types (i), (ii), and (iii), respectively.

B.2 Empirical evidence
Most of the analytical results in Section 4.3 are
based on RoBERTabase and only cover top-level
relations. Here, we first show the analytical re-
sults on second-level relations with RoBERTabase.
Then, we present the top-level results based
on a larger size of pre-trained models, such as
RoBERTalarge, or with other types of pre-trained
models, such as BERT, DeBERTa, and T5. We
aim to demonstrate that consistent conclusions can
be drawn regardless of relation level, pre-trained
model type, or scale.

Table 7 shows the results on PDTB 2.0 and
PDTB 3.0. We observe similar results under differ-
ent settings to Figure 3. That is, the explicit corpus
has more examples receiving different predictions
when containing and not containing a connective.

B.3 More XGBoost results
Setting. Given an explicit corpus with annotated re-
lations {(Arg1i,Conni,Arg2i,Reli)}|Ni=1, we first
calculate the label shift metric for each example as
shown in Section 4.4. We then extract four features
from each explicit example:

1. Is the included connective is a conjunction or
an adverb? 1 for conjunction and 0 for adverb.

2. Is the included connective ambiguous? 1 for
ambiguous9 and 0 for not ambiguous.

3. Is the status of the contained arguments intra-
or inter-sentential? 1 for intra-sentential and
0 for inter-sentential.

4. The number of words included in the argumen-
ts. We normalize the value between 0 and 1.

We first calculate the Pearson correlation (Liu
et al., 2023b) between each individual feature and
the label shift metric at the corpus level. We then
train an XGBoost model using features to predict
the label shift metric and analyze the importance
of each feature. Table 8 shows the results when
inputting different combinations of features into
XGBoost. The syntactic role played by connectives
contributes the most in predicting the occurrence
of the label shift. When the feature of the syntactic
role of connectives is not considered, the status of

9We consider connectives that can signal more than one
discourse relation as ambiguous. See Appendix A in Prasad
et al. (2006a) and Webber et al. (2019b).

Two Featues Three featues
Feature Importance Feature Importance
Conj vs. Adv 0.9950 Conj vs. Adv 0.9807
Ambiguity 0.0050 Ambiguity 0.0036
Conj vs. Adv 0.9834 Intra vs. Inter 0.0156
Intra vs. Inter 0.0166 Conj vs. Adv 0.9481
Conj vs. Adv 0.9717 Ambiguity 0.0159
Input length 0.0283 Input length 0.0360
Ambiguity 0.1456 Conj vs. Adv 0.9212
Intra vs. Inter 0.8544 Intra vs. Inter 0.0374
Ambiguity 0.4543 Input length 0.0414
Input length 0.5457 Ambiguity 0.1853
Intra vs. Inter 0.8925 Intra vs. Inter 0.7058
Input length 0.1075 Input length 0.1089

Table 8: Feature importance from XGBoost when in-
putting different combinations of features.

the arguments becomes the most important feature
in predicting the label shift metric. The length of
arguments and the ambiguity of connectives con-
tribute similarly to label shift but are less important
than the syntactic role played by connectives and
the status of arguments.

Our analysis results reveal that the syntactic
role played by the removed connective is an im-
portant factor in the occurrence of label shift. In
PDTB, connectives come from two grammatical
categories: Conjunctions (including subordinat-
ing conjunctions and coordinating conjunctions)
and Adverbs (Prasad et al., 2006a). Conjunctions
are used to grammatically connect clauses (Traffis,
2021), removing them can render the entire text
ungrammatical and unclear in expression. For ex-
ample, if we remove the and in "[Mr. Stein moved
to a new city] and [he found a job there]", the
text becomes ungrammatical and we can not know
whether the text wants to express a Conjunction
relation (with a and) or a Cause relation (with a be-
cause). By contrast, adverbs typically link two sen-
tences, aiming to facilitate communication rather
than serving grammatical purposes (Ellis, 2023).
The elimination of adverbs may lead to reduced
coherence in explicit examples, but its meaning is
generally unchanged. For instance, if we remove
the however, from "[Such problems will require
considerable skill to resolve.] However, [neither
Mr. Baum nor Mr. Harper has much international
experience.]", the entire text becomes less coherent,
but the expressed relation remains Contrast.

C Strategies to alleviate the label shift

C.1 Filter out noisy examples
Given an explicit relation corpus {(Arg1i,Conni,
Arg2i,Reli)}|Ni=1, we calculate the cosine similar-
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Algorithm 3 Filtering Sensitive Examples
Input: Examples with scores {(Ei,Reli, si)}|Ni=1

Output: Filtered corpus C
1: groups = {}
2: threshold = {}
3: C = []
4: for i = 1, . . . ,N do
5: if Reli in groups then
6: Append(groups[Reli], si)
7: else
8: groups[Reli] = [si]
9: end if

10: end for
11:
12: for Rel in groups do
13: threshold[Rel] = Avg(groups[Rel])
14: end for
15:
16: for i = 1, . . . ,N do
17: if si ≥ threshold[Reli] then
18: Append(C,Ei)
19: end if
20: end for

ity metric (see scores in Algorithm 1) for each
example and obtain scores {s1, ..., sN}. We then
calculate the average scores grouped by different
relations. If the cosine value of an instance is less
than the average value of the group it belongs to,
we filter it out (see Algorithm 3).

C.2 Joint learning with connectives

Inspired by recent work using connective informa-
tion for relation classification (Kishimoto et al.,
2020; Zhou et al., 2022; Liu and Strube, 2023), we
investigate a joint learning framework for explicit
to implicit relation recognition. Specifically, we
jointly train the model to recover a connective be-
tween arguments and to predict a relation based
on the recovered connective10 and arguments. Fig-
ure 7 shows the overall architecture of the joint
learning model.

Given an explicit example (Arg1,Conn,Arg2,
Rel), where Arg1 = {x11, ..., xn1}, Arg2 = {x12, ...
, xm2 }, we insert an ⟨mask⟩ token between argu-
ments, input them to RoBERTa, and train the mod-
el to predict a connective at the masked position:

pc = softmax(Wch⟨mask⟩ + bc) (2)

where pc denotes the probabilities of all connec-

10We can not directly input the golden connectives to the
relation classifier for training. Because this will make the clas-
sifier rely heavily on golden connective for prediction (Pitler
and Nenkova, 2009), which results in poor evaluation perfor-
mance on implicit corpus. In the task of explicit to implicit
relation recognition, golden connectives are not available dur-
ing evaluation.
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Figure 7: The architecture of the joint learning model.

tives. We train this module with cross-entropy loss:

LConn = −
N∑

i=0

CN∑

j=0

Cij log(P
c
ij) (3)

where Ci is the ground-truth connective of the i-th
instance with a one-hot scheme, CN is the total
size of connectives.

Simultaneously, we train the model to predict a
relation based on both the predicted connective and
arguments. To achieve so, we adopt the Gumbel-
Softmax to sample a connective conn_pred at the
masked position:

g = − log(− log(ξ)), ξ ∼ U(0, 1)

ci =
exp((log(pc

i ) + gi)/τ)∑
j exp((log(pc

j) + gj)/τ)

(4)

where g is the Gumbel distribution, U is the uni-
form distribution, pc

i is the probability of i-th con-
nective output by the connective classifier, τ ∈
(0,∞) is a temperature parameter (we set τ = 1.0
in experiments). We use the Gumbel-Softmax
rather than a normal argmax operation because
the former enables the end-to-end training of the
whole model, alleviating cascading errors caused
by incorrectly predicted connectives. Next, we re-
place the ⟨mask⟩ token with the predicted connec-
tive conn_pred, feed them to RoBERTa, predict
a relation using the hidden states of the first token:

pr = softmax(Wrh⟨s⟩ + br) (5)

and train this module with cross-entropy loss:

LRel = −
N∑

i=0

RN∑

j=0

Yij log(P
r
ij) (6)
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where Yi is the ground-truth relation of the i-th
example with a one-hot scheme, RN is the total
size of relations.

We jointly train the two modules with a multi-
task loss:

L = 0.5 ∗ LConn + LRel (7)

Since our primary goal is relation prediction, we
give a larger weight to relation loss LRel.

D Implementation details

We have introduced the details of E2I and I2I base-
lines in Appendix A.2, here we mainly focus on
the implementation of our approach.

For data filtering, we use the averaged cosine
similarity score of each relation group as the thresh-
old. This works well for PDTB 2.0 and PDTB 3.0
but we made a small adjustment to the settings
for the GUM corpus. Specifically, we filter out an
instance (in the GUM corpus) only if its cosine sim-
ilarity score is lower than the average value of the
group it belongs to and its cosine similarity score
is less than 0.6. We do so because the size of the
GUM corpus is small (about 2k, see Table 6). If
we filter out too many instances, there will not be
enough data to train classifiers to converge.

Regarding the joint learning, we use barely
the same settings as baselines, including
RoBERTabase, AdamW optimizer, batch size of
16, learning rate of 1e-5, a maximum training
epoch of 10, and maximum input length of 256.

E Discussion of threshold

In Section 5.1, we propose to use an averaging
strategy to compute thresholds for different rela-
tions (called relation average). It is motivated by
two observations. (1) There is a trade-off between
the size and quality of the filtered corpus. If we
use a large threshold, most of the noisy examples
will be filtered out, but it may also filter out good
examples. As a result, the filtered corpus will be
relatively small, affecting the performance of the
trained model (i.e., the size of the training set can
affect the performance). For example, when we use
0.8 as the threshold for PDTB 2.0 (top-level rela-
tions), about 49.89% examples will be filtered out,
and our full model trained on this filtered corpus
can only achieve an F1-score of 46.24. If we use
a small threshold, only a few noisy examples will
be filtered out, but the size of the filtered corpus is
close to the original corpus. In extreme cases, if

we do not filter out any examples, our model will
degrade into the ’w/o filtering’ ablation version in
Table 2. Therefore, we propose to use the aver-
age strategy to achieve a rough balance between
quality and size. (2) Data with different relations
suffers from varying degrees of label shift (see Fig
4a and 4b). We also tried another type of average
strategy (called global average): calculate the aver-
age cosine value of all examples and use it as the
threshold. On the PDTB 2.0 top-level relations, the
F1 score using the global average is 48.12, lower
than 51.23 using the relation average. Therefore,
we chose the relation average in our paper. Ta-
bles 2 and 3 show it works well on those corpora.
Since the primary goal of Sections 5 and 6 is to
demonstrate that our finding of label shifting is also
helpful for improving performance, we leave the
exploration of better threshold selection for future
work.
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