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Abstract

Table Question Answering (TQA) aims at com-
posing an answer to a question based on tabu-
lar data. While prior research has shown that
TQA models lack robustness, understanding
the underlying cause and nature of this issue
remains predominantly unclear, posing a sig-
nificant obstacle to the development of robust
TQA systems. In this paper, we formalize three
major desiderata for a fine-grained evaluation
of robustness of TQA systems. They should
(i) answer questions regardless of alterations in
table structure, (ii) base their responses on the
content of relevant cells rather than on biases,
and (iii) demonstrate robust numerical reason-
ing capabilities. To investigate these aspects,
we create and publish a novel TQA evaluation
benchmark in English. Our extensive experi-
mental analysis reveals that none of the exam-
ined state-of-the-art TQA systems consistently
excels in these three aspects. Our benchmark
is a crucial instrument for monitoring the be-
havior of TQA systems and paves the way for
the development of robust TQA systems. We
release our benchmark publicly.'

1 Introduction

Table Question Answering (TQA) deals with an-
swering natural language questions related to infor-
mation organized in a table. TQA systems serve
as a fundamental component for interacting with
relational databases (Zhong et al., 2017; Yu et al.,
2018) through natural language and for processing
information across diverse domains, e.g., science
(Desai et al., 2021) and finance (Zhu et al., 2021).

Processing tabular knowledge poses notable
challenges. While tables are structured, there are
no standard table layouts for representing a partic-
ular type of data. Table cells may contain various
data types, including text and numbers. Moreover,
tables can have nested structures. Thus, TQA sys-
tems should be able to robustly integrate textual

"https://github.com/boschresearch/FREB-TQA

Retrieval robustness in case of table structure changes
Name Floors
IDS Tower 55

IDS | Fos
Fos Tower 32

Tower | Tower
Floors| 55 32
Q: How many floors does the Fosh Tower have?
Attention to relevant cells
Leslie | 15 F Leslie F

Olsson| 4 F Olsson F

Q: Who received the least amount of votes?

Name

Name |Votes| Gender Name |Votes| Gender

Aggregation/comparison robustness in case of value changes

Name | Votes Name | Votes
Leslie | 15 wd)  |Leslie | 15
Olsson 4 Olsson 361

Q: Who received the least amount of votes?

Figure 1: Our benchmark addresses three aspects of
robustness shown in the yellow boxes. Answers are
bold in tables. Original tables (left) are what exist in a
TQA dataset and changed tables (right) show tables after
perturbations. We demonstrate three perturbations in
this figure (top to bottom): table transposing, removing
relevant cells and modifying values to change answers.

commonsense understanding with numerical rea-
soning applied to structured data.

Recent benchmarks for TQA systems (Zhao
et al., 2023; Yang et al., 2022) reveal that current
TQA systems generate inconsistent responses by
performing coarse-grained changes in tables and
questions. However, these benchmarks contain a
mix of questions requiring different levels of re-
trieval and aggregation capabilities.

As a result, these benchmarks fail to differen-
tiate between various aspects of robustness, such
as errors stemming from incorrect cell retrieval
versus those arising from failures in value aggrega-
tion steps. Pinpointing the exact failures of TQA
systems, however, is a necessary diagnostic step
towards enhancing their robustness.

In this paper, we lay the groundwork for a more
fine-grained systematic evaluation of TQA systems.
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To foster the development of robust TQA systems,
we address three? important desiderata, as illus-
trated in Figure 1. With these aspects, we intend
to separate several steps required when answering
questions based on tabular data, i.e., identifying
the relevant table cells and aggregating over or
comparing them. In particular, we propose to eval-
uate TQA systems according to three aspects: (1)
Retrieval robustness in case of table structure
changes: Systems should retrieve the correct rel-
evant cells regardless of table structure changes;
(2) Attention to relevant cells: The system should
use the relevant cell values from retrieval instead of
exploiting shortcuts, such as model-internal knowl-
edge or positional biases, when composing an-
swers; and (3) Aggregation/comparison robust-
ness in case of value changes: The system should
aggregate the values of relevant cells correctly re-
gardless of cell value changes. Aggregation can
involve different types of reasoning. In this study,
we focus on numerical operations, such as count-
ing and comparisons, as they are the most common
reasoning types in TQA (Zhu et al., 2021).

To evaluate TQA systems with regard to these
aspects, we create FREB-TQA, a new benchmark
based on four well-studied TQA datasets using
seven novel automatic perturbations, one perturba-
tion from previous work (Zhao et al., 2023), and
extensive manual annotations.

In our extensive experiments, we study pipeline
and end-to-end state-of-the-art TQA systems (Liu
et al., 2021; Jiang et al., 2022a; Herzig et al., 2020;
Cheng et al., 2022), as well as large language mod-
els (LLMs) (Touvron et al., 2023) using our bench-
mark. The fine-grained results uncover shortcom-
ings of these systems that have not been previously
explored. For example, we show that model perfor-
mance diminishes substantially when column order
changes, or when cells containing the answer are
positioned at the bottom of the table. This finding
indicates a strong positional bias in TQA systems,
motivating more informative table encodings.

Our main contributions are: (1) We propose a
novel benchmark of 8,590 selected and partially
manually annotated questions and tables, resulting
in a total of 75,205 instances using seven pertur-
bation methods; (2) using several inter-annotator
agreement studies, we demonstrate the solidness of
our benchmark; and (3) using our benchmark, we

2We acknowledge that there are additional aspects that
future work should address.

experiment extensively with state-of-the-art TQA
systems, discovering that for almost all robustness
tests, system performances drop, demonstrating the
difficulty of our benchmark for TQA systems.

2 Related Work

We provide an overview of previous research on
TQA systems and their evaluation for robustness.

TQA systems. End-to-end TQA systems (Liu
et al., 2021; Jiang et al., 2022b) compose an answer
given a question and a serialized version of the
table without intermediate steps or using additional
tools. Pipeline systems convert questions into a
command language, e.g., SQL (Cheng et al., 2022;
Ni et al., 2023), filtered tables (Glass et al., 2021;
Lei et al., 2022; Ye et al., 2023; Herzig et al., 2020),
and then generate answers either via executing the
commands (Ni et al., 2023; Zhang et al., 2023)
or via using a trained neural network (Lei et al.,
2023). Our benchmark reveals the key strengths
and weaknesses of these types of systems.

Robustness evaluation. Several studies have
shown that recently proposed TQA systems suf-
fer from robustness issues (Yang et al., 2022; Zhao
et al., 2023; Lin et al., 2023). Zhao et al. (2023)
provide a robustness evaluation dataset for TQA,
which includes header perturbations, content per-
turbations, and question perturbations. Their work
is closely related to ours. However, they do not
further disentangle the various aspects of robust-
ness, thus not providing detailed insights into why
systems are not robust. As we show in our ex-
periments, the fine-grained aspects formulated in
FREB-TQA contribute to a deeper understanding
of TQA systems.

To the best of our knowledge, no previous work
on TQA provides analyses of models for our pro-
posed aspects. However, there are several stud-
ies looking into those aspects for other tasks. In
the context of tabular natural language inference,
Gupta et al. (2022a,b) study to what extent mod-
els pay attention to relevant cells. The robustness
of large language models in case of numerical
value changes has primarily been studied in the
context of solving math world problems (Stolfo
et al., 2022) and tabular natural language inference
(Akhtar et al., 2023).
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Source Dataset #EQs #RQs #ORI
WTQ (Pasupat and Liang, 2015) 205 1562 2831
WikiSQL (Zhong et al., 2017) 6013 0 8418
SQA (Iyyer et al., 2017) 157 0 2265
TAT (Zhu et al., 2021) 114 539 1668

Table 1: The first two columns show the total number
of questions selected from the dev part of each source
dataset for extraction questions (EQs) and reasoning
questions (RQs). The last column shows the original
number of questions in each source dev set.

3 Our Benchmark: FREB-TQA

FREB-TQA is a Fine-grained Robustness
Evaluation Benchmark for Table Question
Answering. From four TQA datasets (Table 1),
we first classify questions with regard to whether
questions merely require cell value retrieval or
further reasoning. We then generate perturbations
for evaluating each aspect of robustness by making
use of seven perturbation methods and collecting
human annotations.

3.1 Source Datasets

For building FREB-TQA, we leverage the devel-
opment sets of four well-studied TQA datasets:
WikiTableQuestions (WTQ, Pasupat and Liang,
2015), WikiSQL (Zhong et al., 2017), Sequential
Question Answering (SQA, Lyyer et al., 2017), and
Tabular And Textual dataset for Question Answer-
ing (TAT, Zhu et al., 2021). The first three datasets
feature tables from Wikipedia, TAT addresses the
financial domain. See Appendix A.1 for detailed
statistics. For all source datasets, we eliminate
questions that relate to the table structure, such as
“What is the name of the actor in the first row?” To
identify such questions, we use a word list provided
in Appendix A.3. Around 10% of the questions in
WTQ and 3% of TAT questions are filtered out by
this criterion.

3.2 Extraction and Reasoning Questions

To decouple the robustness aspects in TQA, we
group questions from the source datasets into ex-
traction questions (EQs) and reasoning questions
(RQs) by applying heuristics and classification
models. The answer to an EQ can be retrieved
from a single cell of the table. The answer to an
RQ additionally requires aggregating over several
cell values. In Figure 1, the question “How many
floors does the Fosh Tower have?” is an EQ since it
only requires retrieving a cell value. The question

Model EQ RQ

LLaMA2 7427 57.02
Rule-based 7523 83.42
Combined 93.81 60.17

Table 2: The precision of examined models for question
type classification on 200 questions from WTQ.

“Who received the least amount of votes?” is an
RQ as it requires comparing values of several cells.

Question type classification for WTQ. WTQ
provides a diverse set of questions. We group them
into EQs and RQs using two different methods.
Each method is tuned to identify either EQs or RQs
with high precision, as our final benchmark will
only contain the set of questions identified as EQ
or RQ by the respective method.>

Given a table, a question, and an answer, the
lexical rule-based method conducts a string match
between the answer and the table’s cell values. If
there is no match, the corresponding question is
labeled as RQ. Otherwise, we detect if the ques-
tion contains any comparative or superlative words
using POS tags.* Since these words are signals
for aggregation over table cells, we mark the ques-
tion as RQ. Otherwise, the question’s type is set
to EQ. We also prompt LLaMAZ2-13b (Touvron
et al., 2023) to label the question type (The prompt
is provided in Appendix A.4). Finally, we combine
the lexical rule-based and LLaMA?2 models. If the
lexical rule-based model labels a question as EQ,
we obtain the LLaMA’s prediction in addition. If
they agree, the question type is set to EQ. Other-
wise, it is set to RQ. To estimate the quality of
these methods, we manually annotate questions
sampled randomly from WTQ (100 EQs and 100
RQs). Details are given in Appendix A.2.

Table 2 shows the results achieved by these mod-
els. As we aim for a high-precision question-type
classification, we apply the combined model for
identifying EQs and the lexical rule-based method
for identifying RQs on all questions in WTQ.

Question type classification for WikiSQL.
Questions in WikiSQL do not require complex rea-
soning (Zhao et al., 2023; Lin et al., 2023). In
WikiSQL, questions are labeled with regard to the
operations required to answer them. We select the
questions that can be answered without performing

3 Around 20% of questions are selected by neither of the
models and thus eliminated from our benchmark. We also
found that the final set of EQ and RQ cases do not overlap.

*https://www.nltk.org

2481


https://www.nltk.org

aggregation operations and label them as EQs.

Question type classification for SQA. The SQA
dataset consists of dialogues in the form of ques-
tions and answers related to the information in a
table. The answers to all questions except for the
first question in a dialog rely on the dialog history.
Thus, we select only the first question from each
sequence, which usually asks for retrieving infor-
mation from the table (Iyyer et al., 2017). Hence,
we mark them as EQs.

Question type classification for TAT. TAT con-
sists of questions about tables and text snippets
and requires numerical reasoning. The dataset also
features annotations about how an answer is de-
rived, whether the answer is based on the table or
the text, and which operations are required to an-
swer a question. We leverage these annotations to
identify EQs and RQs. More specifically, we first
select questions that can be answered only based
on tables. Next, if a question needs derivation or
comparison, we classify them as RQ. Otherwise,
we classify them as EQ.

3.3 Perturbations for Testing Retrieval
Robustness against Table Structure
Changes

A robust TQA system should answer an EQ by
retrieving the answer from a table, regardless of
table structure changes. We perturb the structure
of tables associated with extraction questions. We
replicate one perturbation type from previous work
and introduce two new perturbation types for mea-
suring this robustness aspect.

Shuffle all rows (columns). Following Zhao et al.
(2023), we randomly shuffle all rows (columns) in
a table. This perturbation allows us to study if TQA
systems are robust against changes in re-arranging
all rows (columns). However, it does not reveal
which biases may impact the robustness of TQA
systems. Thus, we introduce the following two new
perturbation methods for this aspect.

Shift target rows (columns). For each EQ, the
target row (column) in a table contains the cell that
corresponds to the answer. This perturbation type
shifts target rows (columns) either to the top, to the
middle, or to the bottom part of a table. We iden-
tify the target cell by applying exact match between
the answer and table cell value. For shifting target
rows, we partition a table into three equal-length
parts, referred to as top, middle, and bottom. For
shifting target columns, we partition a table into

two equal-length parts: front and back. We use
more partitions for rows because on average tables
include more rows than columns (Table 3). For our
benchmark, we remove the target rows (columns)
from the table and re-insert them at a random po-
sition in each partition. This perturbation method
allows us to study whether TQA systems exhibit
any positional biases.

Transpose. This perturbation type transposes the
table, i.e., it rotates the table by 90 degrees and
turns rows into columns and columns into rows.
This perturbation allows us to study if TQA sys-
tems have a bias towards particular table layouts.

3.4 Perturbations for Testing Attention to
Relevant Cells

TQA systems may answer a question by exploiting
shortcuts (model-internal knowledge or positional
biases) without paying attention to relevant cells
(cells that are important to compose an answer).
We propose three new perturbation methods for
reasoning questions (RQs) to study this aspect of
TQA robustness.

Remove relevant cells. We perturb a table by
removing relevant cells from tables. The relevant
cell annotations associated with RQs in our bench-
mark have been created by Zhu et al. (2021) and
Ye et al. (2023) for TAT and WTQ, respectively.
We test the validity of the latter since the annota-
tions are gathered from LLMs (see Appendix A.2).
This perturbation lets us investigate to what extent
TQA systems bypass relevant cells to derive their
answers. We observe that 70% of relevant cells
contain non-numerical values for WTQ. For TAT,
all relevant cells contain numerical values.

Remove table. TQA systems may bypass the
whole table and use their internal knowledge to
answer a question. To test for this behavior, for
any RQs, we replace the table with a dummy table,
consisting of one cell with a “None” value.

Shift relevant rows. This perturbation evaluates
to what extent TQA systems bypass table cell val-
ues and rely on the position of relevant cells. For
instance, to answer the question “Who received the
least amount of votes?” in Figure 1, a TQA system
may exploit a shortcut between the last row and the
question since in most cases, rows in tables from
TQA datasets are sorted. Because of the correla-
tion between cell values and positions, this type of
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Year Album Album
1990 | Go West Young Man Go Young Man
1992 | Change your world Change your world
Original table No answer change
VO @
Album

Album

Go Young Man

@ | Change your world

Change your world

Answers change
Shortened table

Q: how many album entries are there?

Figure 2: An example of aggregation/comparison ro-
bustness in case of string change. @ illustrates shorten-
ing an original table to table cells on which numerical
aggregations or comparisons operate. @ illustrates mod-
ifications on a shortened table, leading either to a change
in answer or not. The orange parts mark changed strings.

shortcut mostly occurs for RQs that require com-
paring cell values. In this perturbation type, for
each RQ, we remove relevant rows and re-insert
them at a random position of the table.

3.5 Perturbations for Testing Robustness
when Aggregating/Comparing Values

TQA systems should compose a correct answer to
an RQ by aggregating over or comparing values in
the provided table independent of value changes.
To evaluate this capability, for RQs, we manually
modify cell values that should be aggregated to
answer questions. We ask three human annotators
to first identify the table cells that numerical ag-
gregations or comparisons operate on (step @ in
Figure 2). We refer to the part of the table relevant
to answering the question as the shortened table.
We use the shortened table versions in our experi-
ments to minimize the effect of table length in this
test. Then, annotators are asked to change one or
two cell values per question, once resulting in an
answer change and once not resulting in an answer
change (step @ in Figure 2). We define two types
of perturbations.

Modify values to change answers. This perturba-
tion allows us to study to what extent TQA systems
perform correct aggregations and adapt answers
to the value changes accordingly. An example of
numeric value changes is shown in Figure 1. The
votes for Olsson is changed from 4 to 361, resulting
in a change of the answer (from Olsson to Leslie).
Figure 2 shows an example of string value changes.
The first entry Go West Young Man is removed,
changing the answer from 2 to /.

Aspect #P #Q #QT #R #C #A
RR-TSC 64890 6489 10.05 12.14 7.18 1.02
Rel-Cel 6303 2101 1475 2144 577 1.05
ACR-VC 4012 2006 1462 2170 5.61 1.05
Total 75205 8590 1028 1442 6.85 1.03

Table 3: Benchmark statistics grouped by robustness
aspects: retrieval robustness in case of table structure
changes (RR-TSC), attention to relevant cells (Rel-Cel),
and aggregation/comparison robustness in case of value
changes (ACR-VC). #P and #Q show the number of
perturbations and questions, respectively. # QT, #R, #C,
and #A show the average question length in tokens, the
number of table rows, the number of table columns and
the number of cells for composing an answer.

Modify values without changing answers. This
perturbation aims to study if systems articulate cor-
rect answers because of their biases to certain val-
ues. For instance, in Figure 1, systems might be
capable of comparing /5 and 4. However, if we
change the votes for Leslie from 15 to 1500, with-
out changing the answer, systems might face diffi-
culties as /500 might not fall into the cell values
distribution during pre-training. Figure 2 shows an
example of string value changes: West is changed
to East without changing the answer (2).

We filter out instances that annotators find unan-
swerable. In the case of TAT, all modified values
are numeric. In the case of WTQ, 50% of the
modified cell values are numeric, the others are
string-based.

To assess the quality of the output of these per-
turbations, for each perturbation type, we randomly
sample 50 instances created using this type from
each dataset, resulting in 200 instances in total.
Then, we ask two annotators who were not involved
in the perturbation creation to provide the answers
given the changed tables and questions. We com-
pute the exact match accuracy of answers provided
by the two annotators, which amount to 92.5% and
93.5%. We find that most wrong cases are related
to questions asking for percentage changes: here,
annotators sometimes neglected to add the minus
symbol to negative percentage changes.

4 Experimental Settings

We use our benchmark to evaluate the robustness
of state-of-the-art TQA systems with regard to our
proposed aspects. Table 3 shows the main statis-
tics of our benchmark grouped by the robustness
aspects for which TQA systems are evaluated.
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4.1 Examined TQA Systems

We analyze the robustness of three types of systems:
end-to-end systems that are fine-tuned for the TQA
task; pipeline systems that generate relevant cells
or SQL queries which are then executed on a table,
and off-the-shelf LLMs. In particular, we com-
pare the following TQA systems. TAPEX (Liu
et al., 2021) is an end-to-end TQA system based
on BART (Lewis et al., 2019). OmniTab (Jiang
et al., 2022b) further fine-tunes TAPEX on both
more natural and synthetic data. TaPas (Herzig
et al., 2020) first predicts relevant cells and an ag-
gregation function, backboned by BERT (Devlin
et al., 2019). Then, it articulates answers based
on outputs from the previous step with a numeric
tool. We categorize it as a pipeline model as an-
swers are not directly generated. Binder (Cheng
et al., 2022) is a pipeline model consisting of a
parsing and an executing step. First, intermediate
representations (e.g., SQL queries) are generated
by GPT-3.5, and then the queries are executed by a
program interpreter. GPT-3.5 is an LLM and the
backbone of various TQA models (Ye et al., 2023;
Zhang et al., 2023). In the prompt to GPT-3.5, we
use a three-shot demonstration to obtain answers
(see Appendix A.7). LLaMA (Touvron et al., 2023)
is an open-source LLM. We fine-tune its 7b chat
version with LoRA (Hu et al., 2021). We describe
details of fine-tuning in Appendix A.S.

4.2 Evaluation Metrics

To compare results on our benchmark, we use the
following metrics.

Exact match accuracy (Em) checks if the pre-
dicted answers and the ground truth are the same.
It is a widely used metric for evaluating TQA sys-
tems (Pasupat and Liang, 2015; Yang et al., 2022;
Jiang et al., 2022b).

Exact match difference (Emd, Zhao et al., 2023)
measures system performance change before and
after perturbations (negative values indicate perfor-
mances drop). Both Em and Emd focus on overall
system performance.

Variation percentage (VP, Yang et al., 2022) mea-
sures to what extent predictions change before and
after performing perturbations from an instance-
level perspective. It is defined as follows:

C2W + W2C
TN M

where C2W counts the number of instances whose
predictions change from correct to wrong and

VP

W2C is the number of instances whose predictions
change from wrong to correct. N is the total number
of instances. For perturbations involving random-
ness, we report the mean and standard deviation of
scores over five runs with different random seeds.

5 Experimental Results

In this section, we discuss the performance of TQA
systems on our benchmark, and provide a detailed
analysis of these models for each robustness aspect.

5.1 Retrieval robustness in case of table
structure changes

To study this aspect of robustness, we use the first
part of our benchmark (see Section 3.3) which con-
sists of shuffling rows (columns), shifting target
rows (columns), and transposing tables for EQs.
To rule out the effect of different maximum input
lengths of the models in this test, we use only in-
stances that are within the maximum input length
(512) of TaPas, the model accepting the smallest
input. This means we make use of 91% of the EQs.

Figure 3 and Figure 4 show Emd and VP scores
for row and column shuffling, respectively, aver-
aged across all source datasets. We report the de-
tailed results for each dataset in Appendix A.6. In
addition, the first column of Table 4 provides the
model performance in terms of Em on the original
data (without perturbations).

Figure 3 shows that the performance of almost
all systems drops when evaluating them on row
(column) shuffling, which is consistent with prior
results (Zhao et al., 2023). However, our fine-
grained benchmark enables us to draw more con-
clusions beyond this general observation. First,
systems are more vulnerable to column shuffling
than to row shuffling. This is apparent for LLMs
(GPT-3.5 and LLaMA2). When comparing model
types, LLMs are most affected by row and column
shuffling, followed by pipeline systems. The end-
to-end TQA systems (TAPEX and OmniTab) are
more robust in this regard. Second, regarding row
perturbations, systems are highly impacted by the
position of the target row. The more it is moved
down the table (TM and TB), the more the perfor-
mance drops. Notably, moving the target row to
the top (TT) even leads to performance improve-
ments for some of the systems, confirming that the
systems have encoded some positional biases. It
further reveals that systems are likely to fail on ta-
bles with many rows, where the target row can be
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Figure 3: Exact match difference (Emd) on retrieval robustness against table structure changes perturbations for
extraction questions, averaged across four datasets and seeds. R, C and stand for row and column. SA, TT,TM,
TB and TF stand for shuffle all, target top, target middle, target bottom/back, target front, respectively.
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Figure 4: Variation percentage (VP) on retrieval robustness against table structure changes perturbations for
extraction questions, averaged across four datasets and seeds. R, C and stand for row and column. SA, TT,TM,
TB and TF stand for shuffle all, target top, target middle, target bottom/back, target front, respectively.

Model Original Data Emd VP Emd-Ft
TAPEX 79.83 -55.36  59.64  -43.11
OmniTab 82.24 -57.84  60.21 -41.71
TaPas 71.82 -60.98  65.59  -46.83
Binder 67.55 -51.86  62.70 -
GPT-3.5 71.77 -17.32  26.15 -
LLaMA2 61.10 -30.58 38.42 -

Table 4: Exact match difference (Emd) and variation
percentage (VP) for table transposing. Emd-Ft stands
for Emd after fine-tuned with transposed tables. Bold
values suggest best performances.

located anywhere. Similar observations are found
by Lin et al. (2023). However, we show that even
within the maximum input window of a model, the
positional bias exists during cell retrieval.

Third, Table 4 shows that systems fail on trans-
posed tables as well (see columns Emd and VP).
Only GPT-3.5 suffers less. We assume that this
model has seen a larger variety of tables during its
pre-training. Since our analysis of table transpos-
ing is new and especially the fine-tuned end-to-end
TQA systems perform considerably worse on that
perturbed data, we look into this aspect in more
detail and investigate their ability to adapt to new
table structures (here: transposed tables). For this,
we further fine-tune them on transposed table data.

The last column of Table 4 shows the results. By
fine-tuning on transposed data, the performance of
these models improves. However, the gap to GPT-
3.5 is still large, showing TQA systems might need
architectural changes or pre-training datasets that
feature more diverse table structures.

5.2 Attention to relevant cells

To investigate if systems use relevant cell values to
compose answers or rather use shortcuts, such as
implicit knowledge or biases, we use the second
part of our benchmark (see Section 3.4). To the
best of our knowledge, this aspect has never been
tested in prior work on TQA robustness. We split
our analysis into two parts. First, we investigate
system behavior when removing relevant informa-
tion (relevant cells or the whole table). Second, we
examine to what extent systems exploit linkages
between questions and relevant cell positions rather
than paying attention to cell content.

Table 5 shows the Em results for the first part,
analysing the behavior of systems when remov-
ing relevant information. The column ORI shows
the original performance of systems, the column
RRel shows the performance when removing rele-
vant cells and the column RT shows results when
removing the whole table and replacing it with a
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Model WTQ TAT

ORI RT RRel ORI RT RRel
TAPEX* 5226 8.84 9.57 9.65 353 538
OmniTab* 5812 7.76 1255 10.02 390 6.12
TaPas** 47.02 280 8.21 - - -
Binder** 45.67 686 11.62 37.65 0 1.01
GPT-3.5 4206 695 1652 36.17 0 1.73
LLaMA2 3592 744 1191 - - -

Table 5: The exact match (Em) of examined TQA sys-
tems regarding attention to relevant cells. ORI shows
results on original tables. RT and RRel show the results
when the removing table perturbation and removing
relevant cells are used, respectively. We do not report
results for TaPas and LLaMA?2 on perturbations for the
TAT subset as their ORI accuracy scores are too low
(<4%) to draw conclusions from them.

dummy table. The results indicate that TaPas pays
most attention to the cell values, i.e., its Em score is
the lowest among the systems when removing the
relevant information, which is the desired behavior.

In general, the pipeline models are more robust
against changes in the position of the relevant cells
than end-to-end models. This intuitively makes
sense as they consist of an executing component
that performs a function or query directly on the
structured table. For a deeper investigation, we
analyze instances which the end-to-end systems
TAPEX and OmniTab still predict correctly after
removing relevant information in tables for TAT.
All of them feature the same answer “2019”, indi-
cating that answer values are not well distributed
in the TQA benchmarks and systems learn this bias
during fine-tuning.

For investigating the second question, i.e., to
what extent systems exploit positional biases when
answering questions, we analyze the variation per-
centage (VP) with and without shuffling relevant
rows or columns. To account for the effect that shuf-
fling data leads to challenges on its own (the first
robustness aspect we analyzed before), we compare
VP for comparison questions (involving cues, such
as “least”) with VP for non-comparison questions.
Table 6 shows the results. For all systems, the gaps
are larger than zero, indicating that they all use
question-related shortcuts. Among them, TaPas
features the largest gap, suggesting that among the
tested systems, it exploits the most question-related
shortcuts.

Model Compare Non_compare Gap
TAPEX 10.24 9.70 0.54
OmniTab 7.37 6.02 1.35
TaPas 10.98 4.04 6.94
Binder 947 9.07 0.40
GPT-3.5 16.62 16.40 0.22
LLaMA2 17.11 12.89 4.22

Table 6: VP of instances (not) requiring value compar-
isons on WTQ. Compare refers to instances requiring
comparison of cells to be solved (e.g., questions con-
tain “highest”, “lowest”) and Non_compare refers to
instances do not require comparisons. Gap refers to the
gap between the two settings.

5.3 Aggregation/comparison robustness in
case of value changes

We investigate the numerical reasoning abilities of
TQA systems, i.e., their robustness against value
changes. As many tables contain numeric data and
questions might require the aggregation of several
numeric values, this aspect is of utmost importance
for real-world applications. While numerical rea-
soning abilities of models have been analyzed for
other domains or tasks (Stolfo et al., 2022; Akhtar
et al., 2023), a targeted analysis for TQA is miss-
ing in prior work. We analyze this aspect using the
third part of our benchmark (Section 3.5). Table 7
shows the Em results for tables with original val-
ues (ORI) and shortened tables (ST) that contain
only the part of the cell necessary for composing
the answer. Additionally, the VP between the re-
sults before modifying the cell values and those
after changing values is provided, once for the case
where answers change (AC) and once where they
do not (NC). For shortened tables, performance in-
creases compared to original tables for all systems,
again indicating that systems might perform a de-
cent job on tables with a few rows but strongly fail
on tables with many rows. When changing values,
the pipeline systems TaPas and Binder are among
the most robust for both AC and NC settings. We
account this to the fact that they execute a predicted
function or query on the table and, thus, directly in-
volve the cell values when deriving the final answer.
End-to-end systems (TAPEX and OmniTab) show
small VP on TAT. However, they do not outperform
LLMs, e.g., GPT-3.5.

6 Discussion

In our experiments, we use our new FREB-TQA
benchmark to analyze end-to-end, pipeline, and
LLM-based TQA systems. Our experimental re-
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Model WTQ TAT
ORI ST AC-VP NC-VP ORI ST AC-VP NC-VP

TAPEX 4755 48.03  30.00 5.65 9.68 10.17 8.38 223
OmniTab  52.79 54.69 26.46 4.76 10.06  12.96 6.33 2.05
TaPas 41.09 48.57 16.39 3.81 - - - -
Binder 4299 50.88  14.56 7.96 37.78 41.19 9.50 8.19
GPT-3.5 3891 51.70  23.20 8.78 36.30 4637  26.82 14.71
LLAMA2 3259 33.88 3245 6.31 - - - -

Table 7: System evaluation on aggregation/comparison robustness in case of value changes. ORI stands for original
performance without perturbations. ST stands for passing short tables on which numerical aggregations operate. We
report Em for the ORI and ST settings. AC-VP and NC-VP stand for variation percentage for the answers change
and not change settings. We do not report results for TaPas and LLaMA?2 on the TAT subset, as the performances
are too low (<4%) to derive reasonable analysis from. Bold values suggest best performances.

sults show that all examined systems suffer from
substantial issues when it comes to robustness.
However, different system types show different
patterns. End-to-end TQA systems, for instance,
seem to be more robust against changes in the
row/column arrangement. However, they are
more likely to fail on numerical reasoning ques-
tions. This might be because the datasets these
models are pre-trained on do not feature complex
questions requiring numerical reasoning.

LLMs are more affected by row or column
perturbations but much more robust against
transposing tables. Their performance in perform-
ing aggregations or comparisons is highly depen-
dent on the length of the serialized tables, i.e., they
perform much better on tables that can be serialized
to fewer tokens.

Finally, the pipeline models in our study are
more robust against changes in relevant cells,
including value changes. This is likely due to their
symbolic execution component, which executes a
predicted function or query on the given structured
table. However, the prediction of the function or
query itself still suffers from various perturbations
of table data, including changes in table structure.
Yet, another benefit of pipeline TQA systems is that
the intermediate representation, i.e., the predicted
function or query, makes the model explainable to a
certain extent. We hence argue that more research
in the pipeline-based paradigm is a promising
step towards more robust TQA.

7 Conclusion and Outlook

In this paper, we have proposed to evaluate three
aspects of robustness of TQA systems: retrieval
robustness in case of table structure changes, atten-
tion to relevant cells, and aggregation/comparison
robustness in case of value changes. We have pre-

sented a novel benchmark for a fine-grained anal-
ysis of those aspects. The main building blocks
of our benchmark are targeted table perturbation
methods and high-quality human annotations. Fi-
nally, we have evaluated a range of architecturally
varied state-of-the-art TQA systems, as well as off-
the-shelf LLMs. Our study has shown that while
none of the systems was consistently robust, their
weaknesses and strengths differ from each other.
Systems trained in an end-to-end fashion are able
to deal with changes in row/column arrangement
but LLMs perform better when it comes to numeric
operations. The answers of pipeline-based models,
which use symbolic methods for part of their com-
putations, are more faithful towards the table they
are supposed to use when composing their output.

Our new benchmark constitutes an important
first step for evaluating TQA systems in a fine-
grained way, thereby directing research efforts to-
wards building more robust TQA systems. As
pipeline systems offer at least some explainabil-
ity, we argue that research should concentrate on
these types of systems. In particular, future work
could explore the possibility of utilizing LLMs in a
pipeline manner to build more robust TQA systems.
Further, aggregating or extracting information from
long tables is an important next step given the short-
comings of current systems in this regard which
our analysis revealed.
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Limitations

This work focuses on building a benchmark for
analyzing the robustness of TQA systems in three
fine-grained aspects. In terms of the reasoning type,
we mainly discuss numerical reasoning. However,
other types of reasoning, e.g., commonsense rea-
soning or temporal reasoning can also occur dur-
ing the aggregation phase of TQA. Future studies
can explore these aspects and extend our bench-
mark. We build our benchmark with English TQA
datasets, this could also be extended by incorporat-
ing TQA datasets in other languages. Additionally,
though we report statistics about percentages of
numeric and non-numeric values when removing
relevant cells, our benchmark does not distinguish
these two value types explicitly. Future work could
extend our benchmark on this aspect to explore
how non-numeric value changes affect model per-
formance.

Ethical Considerations

The development sets of the source datasets we use:
WTQ (Pasupat and Liang, 2015), WikiSQL (Zhong
et al., 2017), SQA (Iyyer et al., 2017) and TAT
(Zhu et al., 2021) are publicly available under the
licenses of CC-BY-SA-4.0°, BSD-3 CLAUSE®,
MIT’ and MIT, respectively. These licenses all
permit us to compose, modify, publish, and dis-
tribute additional annotations upon the original
dataset. Experiments in this paper are run on a
single NVIDIA Tesla V100-32G GPU. Benchmark
and code will be released along with the paper. For
annotation tasks where humans are involved, we
recruit 5 undergraduate students (3 females and 2
males) studying Linguistics in China. All 5 annota-
tors voluntarily participate in the annotation tasks.
Three out of four of our annotation tasks requires
less than 2 hours to finish. The other one took two
weeks and we suggest annotators to spend less than
three hours per day to ensure enough rest.
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A Appendix

A.1 Source Dataset Overview

Name Domain Feature #Questions #Table
WTQ Wikipedia complex QA 2831 346
WikiSQL  Wikipedia simple QA 8418 2628
SQA Wikipedia conversational QA 2265 148
TAT Finance complex QA 1668 278

Table 8: Overview of development set of source data.

A.2 Human Annotations

Three annotators, all undergraduate students study-
ing Linguistics in China, were involved in the an-
notation process.

To distinguish between extraction and reason-
ing questions. They are told to classify whether a
question is of type extraction or reasoning after giv-
ing the definitions and examples of each question
type. The instructions are listed as follow:

* Thank you for participating in this annotation
task! In this task, you will be given a pair
of question, answer and table and to deter-
mine if a question is extraction-based [1] or
reasoning-based [0], or neither of them [-1].
We define extraction-based as: answers of the
questions can be retrieved from table without
numerical reasoning abilities. For instance,
for the question: what is the sale number of
2018, given the rows showing the year and the
column showing the sale number, the answer
can be obtained by looking at certain cells
without needing operations on numerical lev-
els. We define reasoning-based as: answers of
the questions should be firstly retrieved from
table and then numerical reasoning abilities
are needed to obtain the answer. For instance,
for the question: how many countries have re-
ceived 4 goals. Entries of countries receiving
4 goals should be retrieved, then, counting is
needed to obtain the answer. Common numer-
ical operations are: counting, comparing (date
or number), summing, averaging, subtracting,
etc. If you find the question unanswerable
given the table information, please put a [-1]
in the annotation field.

Agreement on the binary question type clas-
sification of the 200 questions amounts to a x-
score (Fleiss, 1971) of 0.85, which shows good

agreement among the annotators (Landis and Koch,
1977).

To test the validity of relevant cells annotations.
We randomly sample 100 annotations for WTQ
and ask the same 3 annotators to decide if remov-
ing the relevant cells prevents one from answering
the questions or not. The instruction is listed as
follows:

* Thank you to participate in this annotation
task! In this task, you will be given a pair of
question, answer, table and relevant cells from
the table to determine if removing the relevant
cells prevent one from answering the question
(and deriving the same correct answers) or not.
If you find removing the relevant cells prevent
one from answering the question, please put
[1] in the annotation field. Otherwise, please
put [0]. If you find a question unanswerable
or strange, please put [-1] in the annotation
field.

The Fleiss’ k-score is 0.53, which shows moderate
agreement.

A.3 Eliminating Questions Related to Table
Structures

We collect common positional prepositions (sug-
gesting positions) and ordinal numbers (suggesting
order) in English. The list we use is as follows:
[*first’, ’second’,’third’, ’last’, "top’, *bottom’, ’be-
fore’, “previous’, ’latter’, ’after’, *next’, below’,
"above’]. We eliminate questions containing words
in the list.

A4 LLMs prompt

You are a helpful, respectful and honest assistant and
always follow the instructions.You are given a table and a
question asking information from the table. To answer the
question, first retrieve relevant cells from the table. If you
need to count, compare, sum, average, or apply other
operations to derive the answers from the retrieved cells,
return the operations in a list: [operation:]. If answers are
in the retrieved cells, return [retrieved]. For instance, for
the question 'How many countries won 4 medals', you
retrieve the countries won 4 medals and count the number
of retrieved countries. So you return [operation: count].
For the question 'What is the total number of sales from
2015-2018?", you need to first retrieve the sales of the
year 2015, 2016 and 2018, then sum the retrieved values.
So you return [operation:sum].

Question: ™ 'question” "

Table:"*"table™™"

Figure 5: LLaMA?2 Prompt for classifying extraction
and reasoning questions.
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A.5 Training/Prompting Details

Similar as in Zhao et al. (2023), we fine-tuned
the Large version of pre-trained end-to-end TQA
systems for 20 epochs and use the random-split-1-
train if multiple train-dev splits are provided. For
TAT, the training epochs is increased to 50 epochs.
We then split the training set further into training
and development sets with the ratio of 80:20. The
batch size we use are 32 and gradient accumulation
is 4. The best model is selected based on valida-
tion loss. As for fine-tuning LLaMA2, we use the
7B chat-hf version. We use the code provided in
LLaMA-Factory® and keeps the default settings of
all parameters in the code. In terms of GPT-3.5,
we use three-shots demonstrations. The demon-
strations can be found in Appendix A.7. As for
Binder, since the systems used in the original paper
(Codex) is no longer provided by OpenAl, we use
GPT-3.5 as the backbone. The performance might
degrade due to the switch, as what is observed in
Zhang et al. (2023).

A.6 Results for Robustness Against Table
Structural Change for Different
Datasources

The following four tables show the exact match dif-
ference and variation percentage for each subset on
retrieval robustness against table structure changes
perturbations.

A.7 LLM prompts for GPT3.5

Figure 6, Figure 7, Figure 8 and Figure 9 shows the
prompts we used for prompting GPT-3.5 for WTQ,
WikiSQL, SQA and TAT, respetively.

8hittps://github.com/hiyouga/LLaMA-Factory
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Exact match difference Variation percentage

Ps

TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder
NP 84 84.57 69.71 71.71 63.43 72.57 0 0 0 0 0 0
R-SA  —3.09+£0.46 —1.03+£0.98 —0.91+1.06 -0.57£1.20 —-3.43+£220 -286+£1.30 743+1.14 4.46+0.98 7.54+1.11 11314142 16.46+£2.03 9.03+£1.51
R-TT —-217+£1.17  0.0040.36 0.574+089 —0.69+£1.71 1264127 —389+£1.75 3.31+£023 2514+0.58 446023 12.80+1.83 10.40£091 11.4342.96

R-TM —1.03 £0.56 0.00£0.81 —1.71+£0.36 —1.49+£0.78 —2.40+£0.56 54 4 2.21 1.71£0.00 3.43+£0.36 3.54+1.11 11.09+£1.78 9.714+0.72 10.86 £2.91
R-TB —2.63+£0.69 —1.03+£0.84 —0.69+043 -046£1.37 —-297+1.75 -3434+120 4234143 3.094£0.28 4.574+0.36 10.51+£0.86 14.40+0.43 10.06 £2.19

C-SA  —491+£093 -091£1.28 —251+£1.18 —731£151 —6.74£292 -411+£1.75 11.09£2.30 5.94+0.78 6.174+0.84 18.51£1.93 11.09+2.30 10.97 £1.42
C-TF -3.77£046 -1.03£0.56 —1.37£0.28 —560£221 -546+3.85 -286+120 6.514+1.00 3.77£1.12 4.3440.28 16.11£2.79 15.77+2.57 10.86£2.48
C-TB —6.97£271 -126£0.56 -240£091 —6.17+£1.11 -480£147 -297+£241 9494244 583+0.56 4.46x1.37 16.23£2.00 12.91+2.00 10.97£1.93

Tr -65.14 -64.57 -54.86 -18.86 -34.29 -70.86 68.57 70.29 61.71 25.71 42.29 70.86

Table 9: WTQ: system performance on extraction data set. Ps stands for perturbations. NP stands for no perturbation.
R, C and Tr stand for row, column and transpose perturbations. SA, TT, TF, TM and TB stand for shuffle all, target
top, target front, target middle, target bottom/back respectively. We shade the best performances (minimal absolute
values) with blue.

Ps Exact match difference Variation percentage
TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder
NP 89.27 91.33 92.59 63.06 56.45 66.70 0 0 0 0 0 0

R-SA  —0.08 £0.04 0+ 0.06 0.08+£0.04 —0.27+£0.13 -1.82+0.22 -1.14+0.11 1.08£0.06 0.63+£0.02 0.63+0.04 10.37+1.11 12.26+0.88 9.21+0.63
R-TT 0.02 £0.01 0.04 £0.02 0.03 £0.03 0.12£0.07 1.014£0.52 —-0.93+£0.05 0.57£0.06 0.30£0.01 042+0.02 11.50£0.56 13.75+1.21 10.77£0.94
R-TM —0.08£0.04 0.114£0.01 0.04£0.02 —1.04+£0.11 -1.24+£044 -1.23+£0.05 0.57+£0.06 0.30+£0.02 0.44+£0.02 13.61+£0.11 14.4+0.42 12.844047
R-TB  —0.12+£0.03 —0.06 £0.04 —0.08£0.03 —-0.22£0.13 —-1.88+0.79 —-1.154£0.07 0.68+£0.05 0.43£0.02 0.51+£0.08 12.24+£0.77 14.61+0.68 10.45+0.79

C-SA  —045+£0.12 —0.12+£0.04 —0.06 £ 0.06 —1.53+£0.26 —2.06+£0.22 235+£0.10 1.73+£0.12 1.02£0.02 19.09+0.59 15.43£0.90 16.7240.85
C-TF  —0.60£0.03 0.06+0.01 —0.01=£0.01 —4.01£0.52 -3.03£0.22 1.55+0.14 0.79+£0.05 0.62+£0.07 18.26+0.60 15.40£0.37 13.114+0.79
C-TB —0.26£0.10 —0.20£0.07 —0.11+£0.04 -2.37+£0.77  -3.024£021 1.17£0.05 0.57£0.09 0434£0.06 17.14+£0.52 15.26+0.58 11.47£0.61

Tr -76.13 -78.72 -88.13 =585 -32.72 -56.07 76.99 79.34 88.17 30.15 40.72 73.69

Table 10: WikiSQL: system performance on extraction data set. Ps stands for perturbations. NP stands for no
perturbation. R, C and Tr stand for row, column and transpose perturbations. SA, TT, TF, TM and TB stand for
shuffle all, target top, target front, target middle, target bottom/back respectively. We shade the best performances
(minimal absolute values) with blue.

Ps Exact match difference Variation percentage
TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder
NP 67.39 70.29 68.84 71.74 57.25 63.89 0 0 0 0 0 0

R-SA  —1.21£1.46 -1.45£057 —-290£1.18 —145£0.78 —217£098 -1.39+£0.90 5564118 4.35+1.17 7.254+1.69 878+£140 998+1.04 854+1.14
R-TT  0.45+1.12 024£090 —1.45+£0.59 —0.72+£097 -217+£1.24 -143£057 386+£1.37 2664034 3.38+£034 10.82+1.87 9.42+1.24 943+£183
R-TM —-3.48+£049 —-342+£034 -—507£059 -—512+£088 —-3.71+£1.53 -484+1.01 3864049 3.86+0.34 5564034 9.37+£1.22 10.22+0.93 9.46+1.27
R-TB  —4.66 £0.73 —4.59+£0.34 —-483+£034 -580+£043 —-490+£157 —6.12+£0.67 3424170 4.344+0.97 6.02+0.35 11.39+£1.66 13.68+2.54 10.87+1.21

C-SA  —-3.14+£1.26 —-097£1.07 —3.14£086 —521+134 —-765+1.70 -3.79+1.05 12.32+£1.57 821+1.37 7.97+1.05 14.21+£1.87 16.21+1.63 7.69+1.37
C-TF  —217+£1.02 —-217+£096 —-024£031 —-6.38+1.54 —757+139 -525+0.77 7.00+1.34 517+£1.02 5244+1.71 1449+£1.92 13.14+238 6.29+1.51
C-TB —-290+£1.57 —-3.14£0.68 —-121£068 —511+179 —438+1.13 -358+1.11 10.14+£1.05 7.49+0.68 3.66+0.68 11.62+£2.78 12.80+2.25 5.57+1.12

Tr -51.45 -58.70 -63.04 -21.01 -34.78 -53.48 57.25 60.14 64.49 25.36 39.13 68.24

Table 11: SQA: system performance on extraction data set. Ps stands for perturbations. NP stands for no perturbation.
R, C and Tr stand for row, column and transpose perturbations. SA, TT, TF, TM and TB stand for shuffle all, target
top, target front, target middle, target bottom/back respectively. We shade the best performances (minimal absolute
values) with blue.

Ps Exact match difference Variation percentage
TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder TAPEX OmniTab TaPas GPT-3.5 LLaMA2 Binder
NP 78.65 82.75 56.14 74.56 67.25 67.02 0 0 0 0 0 0

R-SA  -3.43+£041 -271+2.07 -4.02+£0.72 -2.06+£1.09 -3.054+1.09 -2.05£1.41 10.53+1.89 8.77+1.24 10.044+1.89 15.50£1.80 15.56+1.80 16.73+1.09
R-TT 0.29 £ 0.41 0.29+£0.83 —4.09+0.83 -585+£219 -3.05£2.07 -446+241 263+£124 2054165 4.094+0.83 10.53+3.79 10.97£2.89 10.97+1.49
R-TM -3.39+£0.82 —2.72+0.41 -288+124 -3.74+1.65 -285+0.41 -288+0.72 556+1.65 4.09+£1.01 6.14+124 9.01+£256 10.39+1.89 8.56=+1.09
R-TB  —-3.06+£273 -259£0.34 -3.834+034 -3.80+143 -3.90+£257 -3.12£1.67 6424270 427£1.97 7.13+235 11.194£237 13.68+£2.54 9.95+2.20

C-SA  —4974+207 —492+289 -497+241 -570+£241 -558+£247 5294149 6.14+£124 6434+041 7.89+1.24 11.71+3.80 12.60£2.07 10.56 +2.54
C-TF 314124 —4.68+1.65 —431+£041 —-4914+1.24 —-480+1.65 —4.75+£0.79 6.734+2.07 511+£1.65 4824141 1393+2.24 12.89+280 10.85+0.83
C-TB  —4.974207 —4.88+1.03 -4754£0.82 —550+£1.09 -558+241 5754124 731+£141 7274081 6.43+0.83 14.93+£3.72 12344270 12.85+2.41

Tr -28.71 -29.36 -37.89 -13.45 -20.51 -27.02 35.73 31.05 47.98 23.39 31.53 38.02

Table 12: TAT: system performance on extraction data set. Ps stands for perturbations. NP stands for no perturbation.
R, C and Tr stand for row, column and transpose perturbations. SA, TT, TF, TM and TB stand for shuffle all, target
top, target front, target middle, target bottom/back respectively. We shade the best performances (minimal absolute
values) with blue.
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You are given a question and a table. Please answer the question with regards to the table and return the answer in the list
format. Please return ONLY the answer as output in a list. In the table, | sperates columns and \n seperates rows. Below are
the three examples:

Question: in how many games did the winning team score more than 4 points?
Table:

Home Team | Score | Away Team | Date | Agg

Aberdeen | 7-1 | Hamilton Academical | 11-10-1978 | 8-1
Airdrieonians | 1-2 | Arbroath | 10-10-1978 | 2-3

Ayr United | 1-1 | Falkirk | 11-10-1978 | 3—1

Clydebank | 1-1 | Hibernian | 11-10-1978 | 1-2

Morton | 5-2 | Kilmarnock | 11-10-1978 | 54

Montrose | 5-1 | Raith Rovers | 11-10-1978 | 54
Motherwell | 1-4 | Celtic | 11-10-1978 | 2-4

St. Mirren | 0-0 | Rangers | 11-10-1978 | 2-3

Answer: 3

Question: at the women's 200 meter individual medley sm10 event at the 2012 summer paralympics, how long did it take
aurelie rivard to finish?

Table:

Rank | Lane | Name | Nationality | Time | Notes

| 4 | Sophie Pascoe | New Zealand | 2:25.65 | WR
| 5 | Summer Ashley Mortimer | Canada | 2:32.08 |
| 3| Zhang Meng | China | 2:33.95 | AS

4| 6 | Katherine Downie | Australia | 2:34.64 |

5|2 | Nina Ryabova | Russia | 2:35.65 |

6| 8 | Aurelie Rivard | Canada | 2:37.70 |

7| 7| Harriet Lee | Great Britain | 2:39.42 |

8| 1| Gemma Almond | Great Britain | 2:42.16 |
Answer: 2:37.70

Question: what is the difference in attendance in tie no 1 and 4?
Table:

Tie no | Home team | Score | Away team | Attendance

1| IFK Visteras (D2) | 3-2 | IK Sleipner (D2) | 875

2 | Kramfors IF (N) | 2—4 (aet) | BK Kenty (D3) | 2,808

3 | Reymersholms IK (D2) | 5-2 | Atvidabergs FF (D2) | 1,504
4 | Wifsta/Ostrands IF (N) | 4-3 | Ludvika FfI (D2) | 974

5 |RaaIF (D3) | 3-2 | Sandvikens IF (D3) | 2,116

6 | Sandvikens AIK (D2) | 2-3 (aet) | Tidaholms GIF (D2) | 822
7 | Karlstads BIK (D2) | 2-5 | IF Friska Viljor (N) | 1,550

8 | Sandviks IK (N) | 2-3 | Surahammars IF (D2) |

Answer: 99

Now please answer this question:

Question: {question}

Table:
{table}
Answer:

Figure 6: Prompt for GPT-3.5 for WTQ.
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You are given a question and a table. Please answer the question with regards to the table and return the answer in the list
format. Please return ONLY the answer as output in a list. In the table, | sperates columns and \n seperates rows. Below are
the three examples:

Question: How many number does Fordham school have?

Table:

Player | No. | Nationality | Position | Years in Toronto | School/Club Team

Patrick O'Bryant | 13 | United States | Center | 2009-10 | Bradley

Jermaine O'Neal | 6 | United States | Forward-Center | 2008-09 | Eau Claire High School
Dan O'Sullivan | 45 | United States | Center | 1995-96 | Fordham

Charles Oakley | 34 | United States | Forward | 1998-2001 | Virginia Union

Hakeem Olajuwon | 34 | Nigeria / United States | Center | 2001-02 | Houston

Answer: 45

Question: How many schools are in Bloomington, IN?

Table:

School | Location | Founded | Affiliation | Enrollment | Team Nickname | Primary conference

Indiana University | Bloomington, IN | 1820 | Public | 40354 | Hoosiers | Big Ten Conference ( D-1)

Iowa State University | Ames, IA | 1858 | Public | 27945 | Cyclones | Big 12 Conference ( D-1)

Lindenwood University | St. Charles, MO | 1827 | Private/Presbyterian | 11421 | Lions | MIAA ( D-11)

Ohio University | Athens, OH | 1804 | Public | 20437 | Bobcats | Mid-American ( D-1)

Robert Morris University | Chicago, IL | 1913 | Private/Non-Sectarian | 7277 | Eagles | Chicagoland ( NAIA )
Answer: 1

Question: How many votes did Devil in a Hood receive in total?
Table:

Song | Mobiles | Northern Ireland | Northern England | Scotland | Southern England | Wales | Total
"Groovy Chick" [10|3]2]3]2]3|23

"Clear the Air" | 5[5]10(8]3|4|35

"Devil ina Hood" |4 | 1|3 |4|4|1]17

"In My Life" |[2]6]8|5|5|10]36

"How Does It Feel" |8 |8 |4 |10]8|5]43

"The Girl" | 1|2|1|1|6]2]13

"About You" [3[4|6|6]|1]6]26

Answer: 17

Now please answer this question:

Question: {question}

Table:

Figure 7: Prompt for GPT-3.5 for WikiSQL.
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You are given a question and a table. Please answer the question with regards to the table and return the answer in the list format
Please return ONLY the answer as output in a list. In the table, | sperates columns and \n seperates rows. Below are the three
examples:

Question: how many total deputies does Potosi have?
Table:

Department | Total Deputies | Uninominal Deputies | Plurinominal Deputies | Special Indigenous\nor Campesino Deputies | Senators
LaPaz|29|14|14]1|4

Santa Cruz |28 |14 |13 |1 |4

Cochabamba [ 19991 |4

Potosi | 13|7]6]0|4

Chuquisaca |10 |5]|5]04

Oruro |94 |4]1|4

Tarija|9|4|4|1|4

Beni |8[4(3|1]4

Pando|5(2]2]|1|4

Total | 130 |63 | 60 |7 |36

Answer: 13

Question: how many passengers arrived in 2011?
Table:

Year | Domestic passengers | International passengers | Total passengers | Change
2006 | 764,831 | 83,115 | 847,946 | +4.6%

2007 | 764,674 | 75,276 | 839,950 | —0.9%

2008 | 709,779 | 92,176 | 801,955 | —4.5%

2009 | 605,534 | 82,424 | 687,958 | —14.3%

2010 | 595,457 | 105,119 | 700,576 | +1.7%

2011 | 850,305 | 123,607 | 973,912 | +39.1%
2012|899 854 178,679 | 1,078,533 | +10.7%
2013 |745,178 | 131,902 | 877,080 | -18.7%
Answer: 973,912

Question: how many silver medals did karine ruby win?
Table:

Athlete | Nation | Olympics | Gold | Silver | Bronze | Total
Philipp Schoch | Switzerland (SUI) | 2002-2006 |2 0] 0|2
Shaun White | United States (USA) | 20062014 2|00 |2
Seth Wescott | United States (USA) | 2006201012002
Karine Ruby | France (FRA) | 1998-2002 |1 |1|0|2
Hannah Teter | United States (USA) | 2006-2014|1|1]0]|2
Ross Powers | United States (USA) | 1998-2002 | 10| 1|2
Kelly Clark | United States (USA)|2002-2014|1|0]2]|3
Danny Kass | United States (USA) | 2002-2006 |02 |0 |2
Answer: 1

Now please answer this question:

Question: {question}

Table:
{table}

Figure 8: Prompt for GPT-3.5 for SQA.
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You are given a question and a table. Please answer the question with regards to the table and return the answer in the list
format. Please return ONLY the answer as output in a list. In the table, | sperates columns and \n seperates rows. Below are
the three examples:

Question: What is the percentage change in net sales from Frozen Kefir between 2018 and 2019?
Table:

| 12019 | 2018

In thousands | $ | % | $ | %

Drinkable Kefir other than ProBugs | $ 71,822 | 77% | § 78,523 | 76%
Cheese | 11,459 12% | 11,486 | 11%

Cream and other | 4,228 | 4% | 5,276 | 5%

ProBugs Kefir | 2,780 | 3% | 2,795 | 3%

Other dairy | 1,756 | 2% | 3,836 | 4%

Frozen Kefir (a) | 1,617 | 2% | 1,434 | 1%

Net Sales | $ 93,662 | 100% | $ 103,350 | 100%

Answer: 12.76

Question: How much is the 2019 rate of inflation?

Table :

[ 2019 % | 2018 % | 2017 %

Weighted average actuarial assumptions used at 31 Marchl: | | |
Rate of inflation2 | 2.9 2.9 | 3.0

Rate of increase in salaries | 2.7 | 2.7 | 2.6

Discount rate | 2.3 [ 2.5 | 2.6

Answer: 2.9

Question: What was the change in raw materials between 2018 and 2019?
Table :

| March 31, |

[2019 2018

Raw materials | $74.5 | $26.0
Work in process | 413.0 | 311.8
Finished goods | 224.2 | 138.4
Total inventories | $711.7 | $476.2
Answer: 48.5

Now please answer this question:
Question: {question}

Table:

Figure 9: Prompt for GPT-3.5 for TAT.
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