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Abstract

Cultural variation exists between nations (e.g.,
the United States vs. China), but also within
regions (e.g., California vs. Texas, Los Angeles
vs. San Francisco). Measuring this regional cul-
tural variation can illuminate how and why peo-
ple think and behave differently. Historically,
it has been difficult to computationally model
cultural variation due to a lack of training data
and scalability constraints. In this work, we
introduce a new research problem for the NLP
community: How do we measure variation in
cultural constructs across regions using lan-
guage? We then provide a scalable solution:
building knowledge-guided lexica to model cul-
tural variation, encouraging future work at the
intersection of NLP and cultural understand-
ing. We also highlight modern LLMs’ failure
to measure cultural variation or generate cultur-
ally varied language.

1 Introduction

People think and behave differently around the
world. This is partly due to cultural variation, or
the differences among individuals that exist due to
some form of social learning (Cohen, 2001).

Having a computational method that utilizes lan-
guage to measure cultural variation could help us
better understand the way people communicate
(Tsai et al., 2006; Oishi et al., 2009), build more
culturally-aware NLP systems (Hovy and Yang,
2021), and advance interdisciplinary research in
anthropology, cultural psychology, etc. However,
due to a lack of data and scalability constraints, few
such methods exist.

In this paper, we present measuring regional
variation in culture as a problem of interest for the
NLP community. We highlight how large language
models (LLMs) struggle with this task, and build
a knowledge-guided lexical model as a scalable
and reliable solution. Specifically, we focus on
measuring the cultural dimenision of individualism
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Figure 1: We build knowledge-guided lexica to model
cultural variation. Our method encodes domain knowl-
edge via seed words based on cultural psychology the-
ory. We use embeddings to transform these seed words
into a high-validity lexical model that successfully mea-
sures cultural variation across the US.

and collectivism1 across the United States (US)
using geolocated Tweets.

Historically, measuring cultural dimensions
across regions has been mostly done through ques-
tionnaires, such as the World Values Survey (WVS)
(Haerpfer et al., 2020). However, questionnaires
are time-consuming and heavily restricted in scope;
the most recent WVS wave required four years and
averaged only 52 participants per US state. Recent
work probes LLMs for cultural values (Arora et al.,
2023), but these LLMs do not reflect all cultures
equally (Havaldar et al., 2023b). Therefore, relying
on LLMs to measure culture is risky, as they may
not generalize well to different populations.

1Cultural psychologists have quantified axes on which cul-
ture differs, also called cultural dimensions. A key cultural
dimension is called individualism vs. collectivism (Hofstede,
2011). Collectivism stresses the importance of the community,
while individualism focuses on each person’s rights and con-
cerns. This dimension has been shown to influence behaviors
like voting, donating, etc.
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The overhead of traditional survey-based ap-
proaches and inconsistent cultural awareness of ex-
isting LLMs motivate computational methods that
rely on existing language data to measure cultural
variation instead. We specifically seek to use geolo-
cated Twitter data — instead of selecting a small
portion of people to represent a state or county (like
traditional survey-based methods), we instead use
a massive amount of Tweets from that region, thus
gaining a larger and more holistic representation of
a region’s population.

We also seek to leverage domain expertise from
cultural psychologists. Cultural psychologists have
spent decades developing non-computational tools
to measure cultural constructs like individualism
and collectivism (Talhelm et al., 2014). By en-
coding this domain knowledge via a set of expert-
curated seed words, we can create a method to
measure culture that is both scalable and grounded
in cultural psychology theory.

In this paper, as an example of cultural variation,
we will measure individualism and collectivism
across US counties using the following resources:

• Domain knowledge from an expert psycholo-
gist researching collectivism.

• An open-source corpus (see Appendix A) of
1.5 billion geolocated Tweets from 6 million
US users (Giorgi et al., 2018).

• Collectivism indicators (survey data, living
arrangements, religiosity, and ingroup bias) to
validate our results for fifty US states. (Van-
dello and Cohen, 1999; Pelham et al., 2022).

Challenges with deep learning approaches. A
modern NLP solution to measure culture today
would take the form of either labeling data and
training a model, or prompting a pre-trained LM.
However, LLMs have been shown to lack cultural
awareness (Havaldar et al., 2023b; Liu et al., 2023),
so cultural insights from these models may be in-
correct or untrustworthy.

Additionally, classifying 1.5 billion Tweets re-
quires a sizable amount of labeled training data,
and training on such a large dataset is not com-
putationally scalable. For instance, running our
entire corpus through GPT-4 would cost roughly
$900,000 (see Appendix B).

At a higher level, building a Tweet-level deep
learning model to predict culture is impractical.
Most of an individual’s language does not indicate

their cultural beliefs. Given this sparsity, label-
ing enough Tweets to train an adequate model is
prohibitively expensive.

Our method builds upon a line of work in NLP
called lexicon induction (Araque et al., 2020;
Buechel et al., 2020; Geng et al., 2022; Havaldar
et al., 2023a), which analyzes massive corpora in
NLP without solely relying on deep learning. Past
work mainly builds lexica for sentiment, emotion,
etc. We uniquely focus on lexicon induction in
the domain where little labeled data exists and not
every utterance can be relevantly labeled.

Our contributions are as follows:

1. We present measuring regional variation in
culture as a problem of interest for the NLP
community.

2. We develop knowledge-guided lexical models
and demonstrate their ability to measure indi-
vidualism and collectivism. Our method (1)
is highly scalable, (2) encodes domain knowl-
edge from cultural psychology, and (3) does
not require additional labeled data.

3. We validate our method against past col-
lectivism research at the US state-level and
present novel results at the US county level.

4. We provide new insights into cultural variation
across the US via a taxonomy of communities
(socio-demographic clusters of counties) from
the American Communities Project (Chinni
and Gimpel, 2011).

5. We highlight the failure of modern LLMs
(GPT-3.5, GPT-4) to measure cultural vari-
ation or generate language that matches real-
world cultural variation.

2 Building Knowledge-Guided Lexica

Issues with traditional lexica. Lexica, or sets of
curated words, are a highly scalable and explain-
able method for analyzing large datasets. However,
building a full lexicon linked to cultural theory
from the ground up is a time-intensive process, and
sometimes takes psychologists years to complete
(Pennebaker et al., 2015). Additionally, psychol-
ogists often make the error of including words in
lexica that correlate negatively with the construct
they are trying to measure. Jaidka et al. (2020) find
that removing certain words from lexical categories
in LIWC 2015 (Pennebaker et al., 2015) actually
improves overall performance.
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Figure 2: Our knowledge-guided lexica creation method. We begin with a set of seed words curated by an expert
psychologist. The first stage, Expansion, consists of synonym expansion and concept expansion, done in parallel.
The second stage, Purification, includes frequency-based and correlation-based pruning, done sequentially.

These erroneous words can be caused by the
following two phenomena:

1. Inflated Frequency: Highly frequent words
in a lexical category can correlate negatively
with their counterparts (e.g. words like “love”
and “lol”, contained in the LabMT positive
sentiment lexicon (Dodds et al., 2011) corre-
late negatively with happiness (Jaidka et al.,
2020)) and muddy the results of a lexicon.

2. Polysemy: Words like “tender,” which de-
scribe positive emotion, may have other mean-
ings (e.g. describing chicken/steak, or refer-
ring to financial tenders), thus reducing the
effectiveness of a lexicon.

To mitigate this, we propose a method that still
builds on domain knowledge, but produces a lexi-
con that is internally coherent, bypassing the issues
introduced by inflated frequency and polysemy.

Our approach has two components: Expansion
and Purification. Figure 2 details this approach
for the collectivism lexicon we generate. Using
this method, we utilize domain knowledge from an
expert psychologist to create a lexical model that
has wider coverage of our corpus. We can then use
this model to analyze our geolocated Twitter corpus
and measure regional variation in individualism
and collectivism across the US.

Step 1: Seed Word Generation We first ask an
expert psychologist who has researched individu-
alism and collectivism for many years to generate
two small sets of seed words that capture each of

these constructs (see Table 1). However, a small
set of seed words may not be enough to sufficiently
analyze a corpus of 1.5+ billion Tweets and may
have erroneous words as described above.

Step 2: Expansion Next, we utilize word embed-
dings2 to expand the set of seed words in two ways:
we locate words that are similar to each seed word
(synonym expansion), and locate the words that are
similar to the overall construct described by the
complete set of seed words (concept expansion).

For synonym expansion, we find the nearest
neighbors for each seed word in embedding space
and add these neighboring words to our lexica. For
example, in Figure 2, we expand the word “shame”
and add “disgrace”, “shameful”, and “pity” to our
collectivism lexicon. We use cosine similarity to
determine the nearest neighbors.

For concept expansion, we average the embed-
dings of each seed word set to find the centroid
embeddings. For example, to find the collectivism
centroid embedding, we would average the embed-
dings of “shame”, “sacrifice”, “duties”, etc. Then
we find the nearest neighbors of each centroid em-
bedding. Concept expansion adds other words to
a lexical category that are similar to the overall
concept described by the seed word set.

By using embedding space to expand our lexica,
we can additionally calculate a weight for each ex-

2We use FastText (Bojanowski et al., 2017) due to its fixed
vocabulary size, efficient nearest neighbors functionality, and
ability to find synonyms in context-free scenarios, but our
methods are more general and agnostic to embedding type.
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Collectivism Seed Words duties, responsibilities, role, fit in, community, sacrifice,
shame, required, rules, honor, support, rely, loyal, respect,
obedience

Individualism Seed Words humans, humanity, worldwide, universal, mankind, everyone,
collective, global, equity, imagination, cooperate,
cooperation, shared, joint, identity, guilt, diversity

Table 1: Seed words hypothesized to identify individualism and collectivism on social media, provided by an expert
cultural psychologist. These words provide interesting insights into these two constructs — according to our domain
expert, “collective” and “cooperation” are actually individualist words. This is because collectivism emphasizes
close relationships over strangers, whereas individualism emphasizes strangers and weak ties, hence the usage of
words like “collective”.

panded word. The weight for each seed word is 1,
and the weight for each word added during expan-
sion is the cosine similarity to the corresponding
seed word or centroid embedding. Highly similar
words have a weight closer to 1, while more distant
words have a lower weight. Our final lexicon is
the union of seed words, words added via synonym
expansion, and words added via concept expansion.

This method is highly tunable — any embed-
dings can be used, and the number of nearest neigh-
bors returned during expansion can be adjusted
based on the desired length of the final lexicon. To
control the length of our final lexicon, we set two
thresholds in this process: one for synonym expan-
sion and one for concept expansion. We explore the
effect of these expansion thresholds in Section 5.

Step 3: Purification Upon aggregating the
words returned from both expansion types, we want
to ensure that the resulting lexicon is both pertinent
and internally correlated. Namely, we want to avoid
the pitfalls of traditional lexica, where erroneous
words may lower the overall performance.

To ensure pertinence, we filter out rare words,
or any words below a given usage frequency (Bo-
janowski et al., 2017). Next, we ensure internal
correlation. We apply our lexica to our US Twitter
Corpus and compute the weighted frequencies for
each word at the county-level.

Equation 1 details how we compute F (wi), the
weighted frequency for a word w in County i,
where Ti refers to the subset of Tweets geolocated
in County i, and count(w, t) refers to the number
of times word w appears in Tweet t.

F (wi) =
∑

t∈Ti

weightw ∗ count(w, t) (1)

To avoid issues that arise with inflated frequency
and polysemy, we want to ensure that there are no

words that correlate negatively with the other words
in the lexicon. Specifically, we ensure that the
product-moment correlation detailed in Equation 2
is greater than some positive threshold for every
word wi in our lexicon L.

r(F (wi),
∑

w∈L\wi

F (w)) (2)

If a word does not meet this criteria, we remove
it from the lexicon. This purification step ensures
that every word contributes correctly to measuring
the relevant cultural dimension. We explore the
effect of this purification threshold in Section 5.

Figure 6 visualizes our expanded and purified
knowledge-guided individualism and collectivism
lexica. Note that this method can be used to mea-
sure regional variation for any cultural construct3

by changing the seed words accordingly.

3 Evaluation

Upon expanding and purifying the lexica, we apply
it to our Twitter Corpus. To get a collectivism score
for county C, we sum the weighted frequencies of
each word w in our collectivism lexicon Lcoll, as
outlined in Equation 3.

Collectivism(C) =
∑

w∈Lcoll

F (w) (3)

We then aggregate these county-level scores to the
state-level, and validate our results using past state-
level collectivism research from Vandello and Co-
hen (1999); Pelham et al. (2022). We expect our
state-level collectivism results to correlate posi-
tively with these indicators. As there are no similar
resources for individualism, we use the strength
of negative correlation to evaluate our state-level
individualism results.

3Other example cultural constructs include power distance
(Hofstede, 2011) or looseness/tightness (Gelfand et al., 2006)
and are also hypothesized to vary regionally.
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Vandello & Cohen’s
Collectivism Scores

Grandparents
(GCI)

Religiosity
(GCI)

Ingroup Bias
(GCI)

Average
Validity

Collectivism (↑ is better)

KGL Score (ours) 0.380∗ 0.362∗ 0.410∗ 0.467∗ 0.405
Seed Words Only -0.033 -0.267 -0.352∗ -0.142 -0.198

GPT-3.5 Baseline -0.094 -0.094 0.056 -0.035 -0.042

Individualism (↓ is better)

KGL Score (ours) -0.379∗ -0.571∗ -0.659∗ -0.515∗ -0.531
Seed Words Only -0.509∗ -0.423∗ -0.564∗ -0.525∗ -0.506

GPT-3.5 Baseline -0.346∗ -0.222 0.058 0.058 -0.113

Table 2: Pairwise product-moment correlations between our knowledge-guided lexica (KGL) scores and collectivism
validation variables. We use Vandello & Cohen’s Collectivism Scores and collectivism indicators from the Global
Collectivism Index (GCI) at the US-state level. ∗ indicates correlation is significant (p < 0.05). Underlined
correlations are not found to be significantly different after bootstrapping test. We see that our method (KGL)
outperforms both baselines — using only the seed words provided by an expert psychologist, and zero-shot labeling
a subset of Tweets from each state using GPT-3.5.

Vandello & Cohen’s Scores. Vandello and Co-
hen (1999) conduct a survey-based study of indi-
vidualism and collectivism in the US and rank all
states from most to least collectivist. We use these
rankings as our first validation variable.

GCI Indicators. We also use relevant collec-
tivism indicators from the Global Collectivism In-
dex (Pelham et al., 2022) using corresponding ques-
tions from the 2017 US census and the 2017 wave
of the World Values Survey (Haerpfer et al., 2020).

All six variables in the Global Collectivism In-
dex – total fertility rate, living arrangements (%
households with people over 60 and children under
14), stability of marriage (divorce rate to marriage
rate ratio), religiosity, collective transportation, and
ingroup bias (approximated by compatriotism due
to lack of state-level data) – are replicable at the
state-level using US census data and WVS data.
Note that when aggregating US census data from
county-level to state-level, we weight each county
equally, due to disproportionate amounts of data
coming from big cities.

In order to determine which of these six repli-
cated variables also measures collectivism within
the United States, we sample subsets of the six
variables and use Cronbach’s alpha to maximize
internal consistency. We limit the subsets to size
three or larger, following Pelham et al. (2022)’s
validation of three collectivism indicators per na-
tion. Upon exploring all possible subsets of size
three or more, we find that the set of living ar-
rangements, religiosity, and ingroup bias yields the

highest Cronbach’s alpha (0.702); we choose these
as our additional validation variables.

Income. As a sanity check, we additionally vali-
date against median household income at the state-
level. Prior research has found that higher income
levels lead to more individualistic values (Pelham
et al., 2022). Similarly, we find that median house-
hold income correlates positively with our individ-
ualism lexicon scores (0.431) and negatively with
our collectivism lexicon scores (-0.288).

4 Results

Table 2 contains the correlations between our col-
lectivism and individualism lexicon scores and
each of the four validation variables, across US
states. We observe that collectivist word use posi-
tively correlates with all validation outcomes, and
individualist word use correlates negatively. We
also observe a strong negative correlation (-0.510)
between our individualism and collectivism scores
at the US state level.

To further assess the success of our method,
we compare our correlations against the following
baselines:

• Seed Words Only: To analyze the efficacy of
expansion + purification, we compare against
solely using the expert-curated seed words.

• GPT-3.5 Baseline: To explore whether our
method outperforms prompting a pre-trained
LM, we subsample a total of 100,000 Tweets
(2,000 per state) from our corpus and have
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Figure 3: Collectivism (red) and individualism (blue) across US counties. Dark red = higher collectivism and dark
blue = higher individualism. We include 2042 counties with sufficient data to compute individualism/collectivism
scores, along with 1095 counties with interpolated scores based on geographic and socio-demographic variables.

GPT-3.5 label each Tweet as individualist,
collectivist, or neither. We then calculate
num(individualist)

2,000 and num(collectivist)
2,000 as the

corresponding individualism and collectivism
scores for that state. See Appendix C for ad-
ditional details on prompting procedure.

Interpreting correlations in Table 2. There is
little past work measuring culture in NLP, so we
rely on state-level measures of collectivism to val-
idate against, as no county-level measures exist.
The magnitude of the effect sizes in Table 2 align
with previous work. Giorgi et al. 2021 use this Twit-
ter data to estimate 5-factor personality across US
states. The average correlations across all five per-
sonality dimensions between these estimates and
several national personality surveys range between
0.29 and 0.61.

Given our correlations fall within the range es-
tablished in prior work, we conclude our lexica suc-
cessfully capture individualism and collectivism.

Measuring county-level variation. Upon con-
firming the validity of our lexica, we apply them
to county-level geolocated Tweets, as detailed in
Equation 3, to gain a more fine-grained understand-
ing of how individualism and collectivism vary

regionally.4 Figure 3 illustrates this variation, plot-
ting the difference between the individualism and
collectivism score. The deep south shows high
levels of collectivism (dark red) and low levels of
individualism (light blue). Conversely, the West
Coast and the Northeast show low levels of collec-
tivism (light red) and high levels of individualism
(dark blue).

County interpolation. We interpolate individu-
alism and collectivism across US counties where
Twitter data is not available, in order to provide
county-level estimates for the entire country.

To do this, we build a Gaussian Process (GP)
regression model, which is traditionally used for
spatial interpolation (i.e., kriging; Cressie, 1990).
Instead of interpolating based on physical proxim-
ity alone, we follow Giorgi et al. 2023 and inter-
polate over both physical and socio-demographic
space, training the GP model on latitude and lon-
gitude coordinates of the county centroids and 11
socio-demographic variables. See Appendix Sec-
tion D for additional details.

Community-level insights. Cultural similarity is
not always based on geographical proximity; two

4We release our lexica, county-level and state-level
scores, and relevant code at https://github.com/
shreyahavaldar/knowledge_guided_lexica
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Figure 4: A comparison of collectivism (red) and individualism (blue) scores across communities defined by the
American Communities Project, ordered from most individualistic (left) to least individualistic (right). We only
analyze communities with over 40 included counties. Scores are 0-1 normalized.

cities hundreds of miles apart may be more simi-
lar than a city and a rural farm a few miles away
(Guntuku et al., 2021). To show how county-level
analyses of culture can help us better understand
communities, we additionally use 15 community
types (e.g., College Towns, Urban Suburbs) identi-
fied by the American Communities Project (ACP).
The ACP identified these communities based on
socio-demographic attributes, not spatial clusters
of counties. Previous studies have used these com-
munity types to identify cultural variation in exces-
sive alcohol consumption (Giorgi et al., 2020) and
self-reported physical and mental health (Aggarwal
et al., 2023; Mangalik et al., 2023).

Figure 4 shows county-level individualism and
collectivism scores grouped into their correspond-
ing ACP community (see Table A1 for counts.)
These results provide novel insights into how cul-
ture varies regionally. For example, College Towns
and Big Cities are highly individualist. These areas
are also more affluent and have higher rates of ed-
ucation (ACP, 2023). This fits with prior research
findings that people who are wealthy or educated
tend to be more individualistic (Binder, 2019).

In contrast, the data shows that Evangelical Hubs
and the African-American South are highly collec-
tivist. These communities are tight-knit and reli-
gious areas (ACP, 2023), which have been linked
to collectivism (Pelham et al., 2022). Military
Posts are also more collectivist, which fits with
the tight ties in military service and “duty to one’s
troop.” This insight is helpful because we know of
no cultural psychology research comparing military
communities with civilian communities. Overall,
our community-level findings are in line with prior
work, and we introduce novel measurements for
understudied communities.

5 Ablation Studies

5.1 Effect of Expansion Thresholds
To evaluate the effect of our expansion thresholds,
we conduct a hyperparameter search with {0.7,
0.75, 0.8} as the search space for our synonym
expansion threshold, and {0.4, 0.45, 0.5} as the
sample space for our cluster expansion. We run
our pipeline 9 times, testing each of these combina-
tions. Table A2 contains the validation results for
each of our hyperparameter runs.

We find that expansion greatly helps the valid-
ity of our collectivism lexicon, as our seed words
do not perform well — a lower cosine similarity
threshold yields higher validation scores. Interest-
ingly, we observe the opposite phenomenon for our
individualism seed words — more expansion hurts
validity scores. We select {0.75, 0.45} for our final
synonym and concept thresholds, respectively, as
they yield the highest average validity.

As we see in the case of our collectivism lexicon,
the expansion step is crucial to gathering the words
that make our lexicon perform well. However, the
results are unstable across thresholds. This is ex-
pected, as the resulting lexica are not internally
coherent. Upon ensuring internal coherence, our
lexica become significantly more stable.

5.2 Effect of Purification Threshold
To evaluate the effect of our purification threshold,
we conduct another hyperparameter search over
the space {0, 0.05, 0.1, 0.15, 0.2}. Here, we find
that the purification threshold has very little impact
on the overall validation score. As long as we
ensure all words internally correlate positively (i.e.
Equation 2 is greater than 0), the resulting lexicon
is stable. We select 0.15 as our final purification
threshold as this yields the highest average validity.
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Table A3 contains the validation results for each
purification threshold.

Some examples of words removed due to nega-
tive internal correlation include “benefit”, “support-
ing”, and “community” for collectivism, and “har-
mony”, “evolution” and “international” for individ-
ualism. Though these words are added during ex-
pansion as synonyms of seed words, they have dif-
ferent usage patterns than their counterparts. Some
are erroneous words due to polysemy — “benefit”
may indicate helpful behavior, but may also refer
to a fundraiser or gala event. Likewise, “harmony”
may indicate unity, but is more frequently used to
refer to music and melodies.

The purification component of our pipeline re-
sults in lexica that are highly stable across thresh-
olds as well as reliable, highlighting the importance
of internal coherence.

6 Investigating Cultural Variation in
LLM-generated Text

With a validated method to measure regional vari-
ation in individualism and collectivism, we can
now answer the question: Given geographical in-
formation, can LLMs generate text that mimics
real-world cultural variation?

Generating state-specific text. A recent line of
NLP research investigates how LLMs express per-
sonality, and explores imbuing a fixed set of char-
acteristics into an LLM to create a persona (Mao
et al., 2023; Safdari et al., 2023; Jiang et al., 2024).
Drawing from this line of work, we create a geo-
graphic persona for an LLM (i.e. specifying a US
state of residency), thus allowing us to generate
state-specific text.

Specifically, we aim to recreate our dataset us-
ing an LLM, so we can directly compare whether
synthetic LLM-generated text reflects the cultural
variation found in Tweets from real people. We
select four states for this experiment – New York,
Massachusetts, Louisiana, and Mississippi, as they
have the highest levels of individualism (NY, MA)
and collectivism (LA, MS), while also containing
Tweets from the vast majority of their counties.

Next, we prompt GPT-3.5 to generate Tweets
as Twitter users living in each state. Following
Jiang et al. (2024), we use a temperature of 0.7 to
encourage creativity and variance when emulating
different users. We keep our geographic persona
prompt concise and open-ended, so as not to skew
the LLM with prior notions of expected topics or
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Figure 5: Individualism score minus collectivism score
for LLM-generated and real-world Tweets. Across four
US states, Twitter data (green) more closely aligns with
Vandello & Cohen’s survey-based scores (yellow) com-
pared to the GPT-3.5 data (purple).

writing style. We generate 100,000 total Tweets
(500 users per state; 50 Tweets per user) and sample
a parallel subset from our real-world Twitter dataset
with an identical user breakdown.

See Appendix E for full details on experimental
setup and prompting procedure. Sample Tweets
generated by GPT-3.5 are shown below:

Nothing beats a slice of New York pizza
on a Friday night #NYCeats

Louisiana summers are no joke, y’all.
The humidity is on another level. Stay
cool out there, friends! #LouisianaLife

LLMs don’t reflect cultural variation. We then
run our knowledge-guided lexical model on both
datasets, and calculate the difference between the
individualism and collectivism scores per state.
The results are shown in Figure 5, along with Van-
dello & Cohen’s collectivism scores5.

The Twitter scores match what we expect: NY
and MA are more individualist, while LA and MS
are more collectivist. However, the GPT scores
do not reflect this pattern. Upon inspecting the
generated Tweets, we notice a deeper problem – the
Tweets predominantly focus on state stereotypes
(e.g. NY Tweets referencing pizza and bagels, LA
Tweets referencing crawfish and Mardi Gras, etc.)

In fact, this phenomenon causes New York to
have a very high individualism score, due to fre-

5As Vandello & Cohen’s scores range from 0− 1, we shift
the range by subtracting them from 0.5, thus ensuring a higher
number indicates more individualism.
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quently appearing phrases like “the greatest city in
the world” and “diversity of cultures.” However,
the unstable and incorrect results for the other three
states indicate that GPT-3.5 cannot reliably mimic
real-world cultural variation. Rather, the generated
Tweets are highly stereotypical and cover a small
fraction of topics found in Tweets from real people.

7 Related Work

Lexicon Induction. Developing lexica to mea-
sure psychological and social constructs is a compu-
tationally inexpensive venture that can provide re-
sults at par with sophisticated LLMs. Emotion lex-
ica (Mohammad and Turney, 2010), Demographic
lexica (Sap et al., 2014), and Politeness lexica (Hay-
ati et al., 2021; Havaldar et al., 2023a) are a few
such examples. Similar to prior work, we begin
with an expert-curated list of seed words that we
expand using semantic knowledge in LLMs.

Measuring Cultural Constructs. Individualism
and collectivism have previously been studied to
understand a range of constructs (Hamilton et al.,
2016; Hofstede, 2011; Triandis, 1993).

One of the earliest attempts to measure collec-
tivism in the US uses a questionnaire-based survey
approach (Vandello and Cohen, 1999). More re-
cently, Bazzi et al. (2020) uses infrequent names
(common names indicate the desire to fit in vs.
stand out (Twenge et al., 2010)) as an indicator
of individualism in their county-level study. Chen
et al. (2021) use citizen ancestry data to account for
immigrants’ culture. However, static approaches
including name and ancestry mapping ignore the
transient nature of the collectivism-individualism
dimension and the fact that it evolves with the socio-
economic environment (Lomas et al., 2023; Santos
et al., 2017). Question-based surveys may provide
a truer picture but can become increasingly expen-
sive and time-consuming when collecting granular
data (e.g. county-level). In this scenario, social
media language can help in dynamically modeling
collectivism within regions (Aggarwal et al., 2023).

Culture and NLP. Detecting culture in LLMs
and the consequent goal of "cultural alignment"
are emerging research problems that often rely
on decade-old measures of cultural constructs de-
rived from a small sample of the population (Ko-
vač et al., 2023; Jin et al., 2023; Masoud et al.,
2023). Social psychology has great potential in
adapting machine-generated text for cross-cultural

interactions (Marmolejo-Ramos and Tejada, 2023).
Through this paper, we propose a highly scalable
approach to dynamically measure cultural con-
structs at high granularity from publicly available
social media language.

8 Conclusion & Future Work

We introduce a new problem for the NLP commu-
nity: measuring regional variation in culture. This
is a new class of problem — obtaining labels for
culture across states or countries is often infeasible,
as there are very few labeled data points to train on.
Using pre-trained LLMs to label data is unreliable,
as these models lack basic cultural awareness. Ad-
ditionally, scaling to label billions of data points is
computationally infeasible. Classic deep learning
methods fail to solve this problem; therefore, mea-
suring culture necessitates a different approach.

We present a method to efficiently measure cul-
tural variation by leveraging domain knowledge
from cultural psychology to create knowledge-
guided lexica. Our lexica filter out erroneous words
and ensure internal coherence, bypassing the pit-
falls of traditional lexica. By applying these lexica
to social media language, we can estimate cultural
differences at fine-grained geographic levels, such
as states, counties, and communities – a task that
modern LLMs fail to accomplish.

Future work could build on this method to get
deeper insights into communities and cultures. For
example, our method could be used to identify
Tweets that mark cultural differences; we encour-
age researchers to build more sophisticated mod-
els on these identified Tweets. Additionally, our
method is easily extendable to other cultural dimen-
sions, such as power distance, tightness/looseness,
etc. This method could also measure cultural vari-
ation globally, which requires analyzing different
languages. Since our method is language agnos-
tic, it can easily extend to non-English settings by
leveraging multilingual embeddings.

9 Limitations

While we label each county for individualism and
collectivism, we note that regions do not have a
single culture. Within all regions, there is hetero-
geneity of cultural values and beliefs. Since we use
an open-source Twitter corpus, we also have poor
coverage of counties with little to no Twitter data.
We also only use Twitter users to represent each
region, which may lead to an incomplete represen-
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tation of these regions. Additionally, not all aspects
of culture are revealed in language – we are limited
to analyzing only what people say online.

For our seed words, we only consult one domain
expert. As a result, our final lexica are based on
this expert’s interpretation of individualism and
collectivism. Extensions of this work could consult
multiple experts to ensure downstream lexica are
as unbiased as possible.

Furthermore, our results are influenced by the
choice of embedding model used for expansion.
Additional work is needed to determine the effect
of the embedding model, namely, whether a differ-
ent model yields drastically different results. We
also risk propagating any bias present in the em-
bedding model during expansion.

In our analyses, we do not control for race, in-
come, or other demographic variables. We know
cultural values are correlated with some demo-
graphic variables — for example, collectivism and
individualism vary with income. Future work can
improve upon these estimates by accounting for
individual demographics. Additionally, it is un-
clear if this method of measuring cultural variation
will work for all cultural dimensions. For exam-
ple, power distance (Hofstede, 2011) involves the
relationship dynamics of two people, which might
make it difficult to capture with lexica.

10 Ethical Considerations

The goal of studying cultural variation is to better
understand cultures, not individuals. Nonetheless,
the characterization of culture has the danger of
stereotyping individuals. Individuals within each
culture vary greatly. Studying culture can help
us understand differences in psychology, but we
should not assume that a cultural average will def-
initely apply to a particular individual from that
culture.

All data used in this study is publicly available.
While geolocated Twitter data is used, only aggre-
gated spatial-level data is reported. That is, no
person-level identifiable information is used or re-
leased for this study.
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A Open-Source Twitter Corpus

We use the County Tweet Lexical Bank, an open
source data set of features extracted from a corpus
of 1.5 billion tweets from approximately 6 mil-
lion US county-mapped users (Giorgi et al., 2018).
While the full details of the dataset can be found in
the original paper, we give a high-level summary
to aid the reader. The dataset is built from a larger
corpus which is a 10% sample of Twitter from
2009-2015 (over 30 billion tweets). These tweets
are then mapped to US counties via latitude and
longitude coordinates associated with the tweets
or self-reported location information in the Twit-
ter user’s profile (a free text field). A Twitter user
is included in this data set if they have posted at
least 30 or more English tweets, and a county is
included if at least 100 such users are mapped to
that respective county. This process resulted in 1.5
billion tweets mapped to over 2,000 US counties.

B Scalability Calculations

We outline the proposed costs of using various LM-
based techniques to label our corpus of 1.5 billion
Tweets:

Proposed cost of GPT-4 As of August 2023, the
OpenAI API rate for GPT-4 is $0.06 cents per 1,000
tokens. Assuming 10 tokens per Tweet, we get:

1.5e9Tweets× 10 Tokens

Tweet
× $0.06

1, 000 Tokens
(4)

This yields a total cost of $900,000.

Proposed cost of GPT-3.5 As of August 2023,
the OpenAI API rate for GPT-3.5 is $0.002 per
1,000 tokens. Assuming 10 tokens per Tweet, we
get:

1.5e9Tweets× 10 Tokens

Tweet
× $0.002

1, 000 Tokens
(5)

This yields a total cost of $30,000.

C GPT-3.5 Baseline

To assess whether a pre-trained LLM is capable
of measuring individualism and collectivism, we
sample a subset of our Twitter corpus (2,000
Tweets per state) and have GPT-3.5 assign a label
to each Tweet. Our prompt is as follows:

System Prompt: Given a Tweet, try to
reason about whether it reflects the
cultural dimension of Individualism

ACP Community Num Counties

Exurbs 207
Graying America 164
African American South 252
Evangelical Hubs 269
Working Class Country 159
Military Posts 70
Urban Suburbs 103
College Towns 151
Big Cities 46
Hispanic Centers 87
Rural Middle America 403
Middle Suburbs 77

Table A1: Number of included counties for each ACP
community included in the analysis in Figure 4.

or Collectivism. Collectivists are
closely linked individuals who view
themselves primarily as parts of a
whole, be it a family, a network of
co-workers, a tribe, or a nation. Such
people are mainly motivated by the norms
and duties imposed by the collective
entity. Individualists are motivated by
their own preferences, needs, and rights,
giving priority to personal rather than
group goals.

If the Tweet does not reflect either
cultural dimension, please label it
’Neither’.

Example input and output:
Tweet: {Tweet Text}
Label: {Individualism, Collectivism,
Neither}

User Prompt: Tweet: {Tweet Text}

We provide GPT-3.5 with the definition of indi-
vidualism and collectivism as defined by Triandis
(1993), and then have it label each tweet with one
of three labels – individualism, collectivism, or nei-
ther. Across all states, GPT-3.5 labels at least 50%
of the Tweets, ensuring enough signal for adequate
comparison. We take cues from Sorensen et al.
(2023), which prompts LLMs for values, to design
this prompt.

D Interpolations

We use 11 socio-demographic variables to interpo-
late individualism and collectivism across US coun-
ties with insufficient Twitter data. This includes
four socioeconomic variables (median household
income, percentage of the population with a Bach-
elor’s degree, unemployment rate, and high school
graduation rate) and seven demographic variables:
(population density, median age, and the percent-
age of the population in rural areas, Hispanic, fe-
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Figure 6: Word clouds visualizing our individualism
lexica (blue, top) and collectivism lexica (red, bottom).
Larger words have a higher weight, while smaller words
have a lower weight.

male, married, and African American). This is
implemented with the GPyTorch package (Gardner
et al., 2018) with a learning rate of 0.1 and 500
iterations over the training data.

Figure 7 shows the original 2042 counties, and
Figure 3 contains the interpolated counties as well.

E GPT-3.5 Tweet Generation

To assess whether a pre-trained LLM can gener-
ate language that reflects real-world variation in
individualism and collectivism, we have GPT-3.5
generate 100,000 Tweets from four states - New
York, Massachusetts, Louisiana, and Mississippi.

Generating geographic personas. When con-
structing our prompt, we instruct the LLM to be-
have like an individual living in a given state. We
specify solely the state of residency, keeping the
prompt concise and open-ended, so as not to bias
the LLM towards a specific topic or style when
generating text.

Emulating users. To construct a dataset paral-
lel to our Twitter dataset, we generate Tweets in
batches, with each query to GPT-3.5 emulating a
single “user”. To encourage creativity and variance
in responses, we set the temperature relatively high
(0.7), following Jiang et al. (2024). Each query em-
ulates a different “user,” with 50 Tweets generated
in response to a single query.

Our prompt is as follows:

System Prompt: You are an individual
who lives in {STATE}. You enjoy writing
Tweets and posting them on Twitter for
your followers to read.

User Prompt: Generate 50 Tweets
that you might write and post online.
Remember that each Tweet has a 280
character limit. Separate each Tweet
with a newline character.

We ensure that the resulting response meets
the following criteria: (1) The response con-
tains 50 separate Tweets, and (2) Each Tweet
contains no more than 280 characters. All
generated Tweets can be found at https:
//github.com/shreyahavaldar/
knowledge_guided_lexica.
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Cluster
Expansion
Threshold

Synonym
Expansion
Threshold

Lexicon
Length

V&C’s
Collectivism

Scores

Grandparents
(GCI)

Religiosity
(GCI)

Ingroup Bias
(GCI)

Average
Validity

Collectivism (↑ is better)

0.4 0.7 366 0.273 0.504∗ 0.531∗ 0.552∗ 0.465
0.4 0.75 366 0.273 0.504∗ 0.531∗ 0.552∗ 0.465
0.4 0.8 366 0.273 0.504∗ 0.531∗ 0.552∗ 0.465

0.45 0.7 100 0.226 0.113 0.124 0.274 0.184
0.45 0.75 98 0.275 0.171 0.175 0.314∗ 0.234
0.45 0.8 95 0.263 0.168 0.167 0.305∗ 0.226

0.5 0.7 42 -0.014 -0.234 -0.297 -0.094 -0.16
0.5 0.75 39 0.029 -0.184 -0.26 -0.057 -0.118
0.5 0.8 34 0.008 -0.196 -0.279 -0.078 -0.137

Individualism (↓ is better)

0.4 0.7 479 0.095 0.512∗ 0.446∗ 0.308∗ 0.34
0.4 0.75 479 0.095 0.512∗ 0.446∗ 0.308∗ 0.34
0.4 0.8 479 0.095 0.512∗ 0.446∗ 0.308∗ 0.34

0.45 0.7 119 -0.417∗ -0.545∗ -0.664∗ -0.542∗ -0.542
0.45 0.75 119 -0.417∗ -0.545∗ -0.664∗ -0.542∗ -0.542
0.45 0.8 119 -0.417∗ -0.545∗ -0.664∗ -0.542∗ -0.542

0.5 0.7 37 -0.545∗ -0.504∗ -0.618∗ -0.539∗ -0.552
0.5 0.75 37 -0.545∗ -0.504∗ -0.618∗ -0.539∗ -0.552
0.5 0.8 37 -0.545∗ -0.504∗ -0.618∗ -0.539∗ -0.552

Table A2: Ablation study investigating the effect of the expansion thresholds.

Purification
Threshold

Lexicon
Length

V&C’s
Collectivism

Scores

Grandparents
(GCI)

Religiosity
(GCI)

Ingroup Bias
(GCI)

Average
Validity

Collectivism (↑ is better)

0 62 0.385∗ 0.346∗ 0.397∗ 0.467∗ 0.399
0.05 56 0.391∗ 0.351∗ 0.404∗ 0.47∗ 0.404

0.1 43 0.388∗ 0.345∗ 0.4∗ 0.464∗ 0.399
0.15 30 0.38∗ 0.362∗ 0.41∗ 0.467∗ 0.405

0.2 18 0.365∗ 0.357∗ 0.412∗ 0.468∗ 0.4

Individualism (↓ is better)

0 59 -0.35∗ -0.554∗ -0.656∗ -0.512∗ -0.518
0.05 56 -0.351∗ -0.55∗ -0.656∗ -0.511∗ -0.517

0.1 48 -0.374∗ -0.568∗ -0.658∗ -0.513∗ -0.528
0.15 42 -0.379∗ -0.571∗ -0.659∗ -0.515∗ -0.531

0.2 36 -0.382∗ -0.569∗ -0.66∗ -0.52∗ -0.533

Table A3: Ablation study investigating the effect of the purification threshold.
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Figure 7: Collectivism (red) and individualism (blue) across US counties. Dark red = higher collectivism and
dark blue = higher individualism. We show only the 2042 counties with sufficient data to compute individual-
ism/collectivism scores. Gray counties do not have enough Twitter data to estimate scores.
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