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Abstract

Many natural language processing (NLP) tasks
rely on labeled data to train machine learn-
ing models with high performance. However,
data annotation is time-consuming and expen-
sive, especially when the task involves a large
amount of data or requires specialized domains.
Recently, GPT-3.5 series models have demon-
strated remarkable few-shot and zero-shot abil-
ity across various NLP tasks. In this paper, we
first claim that large language models (LLMs),
such as GPT-3.5, can serve as an excellent
crowdsourced annotator when provided with
sufficient guidance and demonstrated examples.
Accordingly, we propose AnnoLLM, an anno-
tation system powered by LLMs, which adopts
a two-step approach, explain-then-annotate.
Concretely, we first prompt LLMs to provide
explanations for why the specific ground truth
answer/label was assigned for a given exam-
ple. Then, we construct the few-shot chain-
of-thought prompt with the self-generated ex-
planation and employ it to annotate the unla-
beled data with LLMs. Our experiment results
on three tasks, including user input and key-
word relevance assessment, BoolQ, and WiC,
demonstrate that AnnoLLLM surpasses or per-
forms on par with crowdsourced annotators.
Furthermore, we build the first conversation-
based information retrieval dataset employing
AnnoLLM. This dataset is designed to facilitate
the development of retrieval models capable of
retrieving pertinent documents for conversa-
tional text. Human evaluation has validated the
dataset’s high quality.

1 Introduction

Labeled data refers to a dataset that has been man-
ually annotated with predefined target labels or
categories. It is crucial to develop machine learn-
ing models for many NLP tasks, such as sentiment
analysis (Socher et al., 2013), machine translation

*Work done during internship at Microsoft Research Asia.
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(Sutskever et al., 2014) and word sense disambigua-
tion (He and Yiu, 2022). The process of labeling
data is typically done by human annotators under
specific guidelines and criteria on how to assign
labels to each instance in the dataset. For exam-
ple, in sentiment analysis, each sentence or docu-
ment may be labeled with a polarity score such as
“positive”, “negative”, or “neutral”. However, it is
very labor-intensive and time-consuming to create
a large dataset with human annotation, which limits
the availability of such data in various NLP tasks.

Previous works have shown that LLMs, such as
GPT-3 (Brown et al., 2020) and PaLM (Chowd-
hery et al., 2022), achieve impressive results in
many downstream tasks without requiring large-
scale task-specific data or parameter tuning, but
only with a few examples as instructions. Ope-
nAlI has recently launched the GPT-3.5 series mod-
els, the upgraded versions of GPT-3. Shortly after,
OpenAl also unveiled ChatGPT, another fine-tuned
version of GPT-3.5, which has gained significant
global attention since its launch.

Augmenting manually labeled data with pseudo-
labeled data from GPT-3 is helpful for many NLP
tasks, particularly when the labeling budget is re-
stricted (Wang et al., 2021). However, the quality
of GPT-3’s labeled data still lags behind that of
manually labeled data. Considering the GPT-3.5
models’ remarkable zero/few-shot capabilities, we
raise an essential and significant inquiry: Can GPT-
3.5 potentially replace crowdsourced annotators?

Before answering this question, let us go over
the process of crowdsourced data annotation. First,
we need to provide annotators with a specific def-
inition of the task. Then, for classification tasks,
we need to tell annotators the specific meanings of
each category. Finally, we need to provide anno-
tators with a few examples that have already been
annotated as references. Naturally, we can guide
GPT-3.5 to annotate data using the same approach
as with human annotators by providing task defini-
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Figure 1: On the left is the annotation process used by crowdsourced workers, while on the right is AnnoLLLM’s
process. AnnoLLM mimics the manual annotation process, with the exception that it generates explanations for each
example before annotation. This ensures that each demonstrated example is accompanied by helpful explanations,
making the annotation guidelines more informative and useful.

tions and example samples. Furthermore, we found
that requesting LLMs to furnish the rationale be-
hind the ground truth label for a particular example
can prompt LL.Ms to produce high-quality explana-
tions. Based on this, we create the few-shot chain-
of-thought (COT) prompt (Wei et al., 2022) with
the self-generated explanations to annotate data.
We refer to this method as explain-then-annotate,
which further improves the annotation quality.

We summarize our contributions as follows: (1)
We propose AnnoLLM, an Annotation system
powered by Large Language Models, which is
based on explain-then-annotate and has the poten-
tial to replace crowdsourced annotators to annotate
data. (2) Our results on three datasets verify the
feasibility of substituting crowdsourced annotators
with GPT-3.5, where it either surpasses or matches
crowdsourced annotators. (3) Furthermore, An-
noLLLM is not limited to annotating classification
data, and we create the first conversation-based
information retrieval (ConlIR) dataset using An-
noLLM'. Through rigorous human evaluation, this
dataset exhibits high quality in terms of fluency,
relevance, and factual consistency.

2 Approach

Providing detailed instructions is crucial for crowd-
sourced workers to annotate data, as it helps them
better understand task requirements and annotation
standards, ultimately improving the quality and ac-
curacy of annotated data. The instructions for each

'ConlR is available at: https: //github.com/NLPCode/
AnnoLLM.

task mainly include three parts: task description,
category definition, and demonstrated examples.

Motivated by the guidance to human annotators,
we will introduce how to convert GPT-3.5 into a
zero-shot data annotator by providing guidance
on the task description and category definitions
in Section 2.1. Then, we will show how to trans-
form GPT-3.5 into a few-shot data annotator using
demonstrated examples in Section 2.2. To make
it easier to understand, we have provided a visual
representation of the crowdsourcing annotation and
AnnoLLM in Figure 1. Finally, in Section 2.3, we
will demonstrate the utilization of AnnoLLM for
constructing the conversation-based information
retrieval dataset.

2.1 GPT-3.5 as a Zero-shot Data Annotator

In the zero-shot setting, we give the annotators
only the task description and category definitions.
The task description includes information on the
task definition and purpose. Category definitions
provide clear definitions for each category, so that
the crowd workers can understand the meaning and
standard of each category. Similarly, we provide
GPT-3.5 with the task description and category
definitions, allowing it to act as a zero-shot data
annotator. We present the zero-shot prompts for
GPT-3.5 on the user query and keyword relevance
assessment (QK), WiC, and BoolQ tasks in Tables
12, 13, and 14, respectively.

2.2 GPT-3.5 as a Few-shot Data Annotator

Providing labeled samples for each category can
help annotators better understand how to annotate
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the data accurately. Similarly, we can also offer
demonstrated examples to GPT-3.5, enabling it to
serve as a few-shot annotator. We show the few-
shot prompts for GPT-3.5 on QK, WiC, and BoolQ
tasks in Tables 15, 16, and 17, respectively.
Recent research (Wei et al., 2022) has discovered
that adding human written rationales to demon-
strated examples, called as chain-of-thought (CoT),
can elicit LLMs’ reasoning ability, thus gaining
improvements on reasoning tasks. In this paper, we
find that GPT-3.5 is proficient at generating rea-
sonable explanations for demonstrated examples.
In the following, we will introduce how to generate
explanations with GPT-3.5, and then create few-
shot CoT prompts with the generated explanations.

Generating Explanations with GPT-3.5. In this
step, we simulate the human reasoning process to
induce GPT-3.5 to explain the annotated examples.
To be concrete, we present the task description,
specific examplease, and the corresponding true
labels to GPT-3.5, and then ask it to explain why
the given label is appropriate for that example. By
doing so, GPT-3.5 will generate reasonable expla-
nations. For the QK task, we show how to use
GPT-3.5 to explain why the label between the user
query “google data studio sharepoint” and the
keyword “sharepoint migration tool file share” is
“Bad” in Table 8 in Appendix A. Please refer to
Table 9 and Table 10 for how to generate explana-
tions for the demonstrated examples of WiC and
BoolQ.

Creating Few-shot CoT Prompts. We construct
the few-shot CoT prompt using the explanations
generated by GPT-3.5. We show the few-shot CoT
prompts on QK, WiC, and BoolQ tasks in Tables
18, 19, and 20 in Appendix D, respectively.

2.3 GPT-3.5 as a Few-shot Data Creator

AnnoLLM is not limited to labeling classification
data. Next, we will introduce how we used An-
noLLM to construct the conversation-based infor-
mation retrieval dataset. This dataset will facilitate
the research and construction of conversation-based
retrieval models.

Recently, ChatGPT, as a general artificial intel-
ligence chatbot, has gained widespread attention,
leading to the emergence of numerous informa-
tion retrieval needs in the form of conversations.
Specifically, during a conversation, users may ask

We resort to ChatGPT to generate explanations.

questions that go beyond the knowledge scope of
ChatGPT, requiring us to retrieve relevant litera-
ture from external knowledge bases. Traditional
information retrieval datasets typically consist of
queries ¢ and positive paragraphs p, denoted as
D = {(q,p)}. We found that retrieval models
trained on traditional datasets perform poorly on
the conversation-based retrieval task (please refer
to Section 4 for more details). This illustrates the
necessity of constructing conversation-based re-
trieval datasets. Therefore, we propose to create a
conversation-based information retrieval dataset.

Conversation-based information retrieval aims
to retrieve relevant passages from a large corpus
for conversations. It is non-trivial to manually cre-
ate datasets for this task. One intuitive idea is to
use ChatGPT to generate a multi-turn conversa-
tion c based on the query ¢ and the corresponding
positive paragraph p, constructing a conversation
dataset, {(c,p)}. However, we have found that
this approach results in a dataset where a large por-
tion of the conversation c is directly copied from p.
This is not desirable since it becomes easy to find
p related to ¢ based on word overlaps.

To address this issue, we first utilize ChatGPT to
enrich the given text paragraph p, obtaining p’ (see
Table 27). Then, we generate the conversation c
based on the expanded paragraph p’ and the given
query q (see Table 28). The expanded paragraph p’
usually contains not only the information from the
original paragraph p but also some more detailed
relevant information, while reducing the overlap of
words with the original paragraph. In this way, the
generated conversation c can avoid having a large
amount of identical text segments with the original
paragraph p. However, since the expanded para-
graph p’ contains information beyond the original
paragraph p, this may result in a relatively low rele-
vance between the generated conversation c and the
original paragraph p. In other words, the original
paragraph p may not be a positive paragraph for
the generated conversation c. Therefore, it is nec-
essary to filter out the conversation instance c that
has low relevance to the original paragraph p. Due
to the comparable data annotation capability of our
proposed AnnoLLLM, we naturally used AnnoLLM
to judge whether the generated conversation ¢ and
the original paragraph p are related (see Table 29),
and discarded data pairs that are irrelevant, result-
ing in the conversation-based information retrieval
dataset.
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Partition / Task | QK BoolQ WiC Models Dev Test
Dev 350 3270 638 Crowdsourced Annotator 65.58 71.5
Test 1000 3245 1400 -
text-davinci-003 + zero-shot 67.71 70.00
text-davinci-003 + 8-shot 65.71 67.80

Table 1: Basic statistics of QK, BoolQ and WiC datasets.

3 Experiment on Data Annotation

3.1 Experimental Setups

Datasets. We evaluate AnnoLLM on three differ-
ent tasks: QK, BoolQ, and WiC. The basic statistics
of these datasets are shown in Table 1. The QK task
aims to judge whether the user input query is re-
lated to the given keywords. BoolQ (Boolean Ques-
tions) (Clark et al., 2019) is a question-answering
task. In this task, each example comprises a
brief passage and a yes/no question related to the
passage. The WiC (Word-in-Context) task (Pile-
hvar and Camacho-Collados, 2019) involves dis-
ambiguating word senses by classifying sentence
pairs. The goal is to determine if the target word
shares the same sense in both sentences.

Implementation Details. We use ChatGPT (gpt-
3.5-turbo) to generate explanations for demon-
strated examples and implement AnnoLLM with
text-davinci-003 (a powerful GPT-3.5 model). Dur-
ing generation, we set the temperature ¢ = 0 for
text-davinci-003. As all tasks involve binary classi-
fication, accuracy is employed for evaluation.

Human Performances. To assess human perfor-
mance on QK, we use UHRS?, a crowdsourcing
platform, for data annotation. Before annotation,
we provide the task description, category defini-
tions, and annotated examples to annotators. If the
annotated results of three workers are consistent,
this result will be considered as the annotated la-
bel. Otherwise, additional annotators will continue
annotating this data instance until three annota-
tors have consistent annotation results. We require
crowdsourced annotators to annotate all develop-
ment and test sets. BoolQ and WiC are two of the
most challenging datasets in superGLUE (Wang
et al., 2019). For BoolQ, three authors labeled 110
randomly chosen examples, with human perfor-
mance reaching 89%. As for WiC, Pilehvar and
Camacho-Collados (2019) selected four groups of
100 test instances, and assigned each group to an
annotator, achieving a human performance of 80%.

3https ://prod.uhrs.playmsn.com/uhrs/

text-davinci-003 + 4-shot CoT (AnnoLLM) 74.17* 75.60*

Table 2: Evaluation results (%) on QK. Accuracy is
used as the evaluation metric. Results marked with
represent the average result of five CoT prompts con-
structed with different generated explanations.

3.2 Experimental Results

Table 2 shows our experimental results on the QK
development and test sets. Surprisingly, GPT-3.5
(text-davinci-003) performs worse in the few-shot
setting compared to the zero-shot setting in this
task. Fu and Khot (2022) speculate that the instruc-
tion tuning on GPT-3.5 may decrease its in-context
learning ability but increase its zero-shot ability.
On the other hand, AnnoLLLM (text-davinci-003 +
4-shot CoT) outperforms its counterparts under the
zero-shot and few-shot settings by around 6 and 8
points, respectively. Impressively, it even surpasses
the crowdsourced annotators.

Table 3 presents our experimental results on
WiC, from which we also see that AnnoLLM
(text-davinci-003 + 8-shot CoT) outperforms its
few-shot counterpart significantly. Nevertheless,
there remains a considerable disparity between An-
noLLM and crowdsourced annotators. This can be
attributed to the inherent complexity of the task,
since even the best supervised models still exhibit
a substantial gap compared to human performance.

As shown in Table 4, AnnoLLLM (text-davinci-
003+8-shot CoT) surpasses human annotators and
is comparable to supervised models on BoolQ, but
does not show significant improvement compared
to the few-shot method. However, this does not
imply that CoT with generated explanation is not
useful for this task. Section 3.4 shows that An-
noLLLM with CoT exhibits better stability across
different prompts, while its counterpart with the
few-shot setting is highly sensitive to templates.

Overall, AnnoLLM surpasses or matches human
performances in three tasks, demonstrating its po-
tential to replace crowdsourced annotators. An-
noLLM differs from previous methods (Wei et al.,
2022; Wang et al., 2022) in two aspects: (1) We
use explanations generated by LLLMs rather than
those written by humans. (2) We have shown, for
the first time, that the CoT method is effective in
tasks beyond typical reasoning tasks.
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Models Dev Test

text-davinci-003 + 4-shot CoT \ Datasets

Crowdsourced Annotator 80.0

Zero/Few-shot

PaLM 540B + zero-shot 59.1%

PaLM 540B + 5-shot 64.6% -
text-davinci-003 + zero-shot 57.52 59.79
text-davinci-003 + 8-shot 67.71 66.36
text-davinci-003 + 8-shot CoT (AnnoLLM) 71.47* 69.17*
Fine-tune

T5 11B (Raffel et al., 2020) 77.3% 76.91
PalLM 540B 78.8% 77.4%
ST-MoE 32B (Zoph et al., 2022) 81.0% 777"

Table 3: Evaluation results (%) on the WiC task. Accu-
racy is used as the evaluation metric. Results marked
with T and 1 are from the official SuperGLUE leader-
board* and PaLM (Chowdhery et al., 2022), respectively.
Results marked with * represent the average result of
five CoT prompts constructed with different generated
explanations. Numbers behind models denote the size
of models’ parameters.

Models Dev Test

Crowdsourced Annotator 89.0

Zero/Few-shot

GPT-3 175B + zero-shot 60.5

Gopher 280B + zero-shot (Rae et al., 2021) 79.3

Chinchilla 70B + zero-shot (Hoffmann et al., 2022) 83.7

PalLM 62B + zero-shot 84.8

PalLM 540B + zero-shot 88.0

LLaMA 65B + zero-shot (Touvron et al., 2023) 85.3 -
text-davinci-003 + zero-shot 84.28 84.30
text-davinci-003 + 8-shot 89.17 89.10
text-davinci-003 + 8-shot CoT (AnnoLLM) 89.69 89.20
Fine-tune

T5 11B (Raffel et al., 2020) 90.8% 912t
PaLM 540B 922 919t
ST-MoE 32B (Zoph et al., 2022) 93.1%  924%

Table 4: Evaluation results (%) on the BoolQ task. Ac-
curacy is used as the evaluation metric. Results marked
with T and § are from the official SuperGLUE leader-
board and PalLM, respectively. Numbers behind models
denote the size of models’ parameters.

3.3 Ablation Study

In this section, we conduct an experiment to com-
pare the impact of various explanation generation
methods on the performance of AnnoL.LM.
Firstly, we want to investigate whether using
ground truth labels is helpful for generating ex-
planations for demonstrated examples. To answer
this, we induce LL.Ms to generate explanations us-
ing prompts with and without ground truth labels.
Specifically, we replace the last sentence of the
prompt in Table 8 Briefly explain why the relevance
is "Bad" with Briefly explain the relevance between
the keyword and query in Table 11. From Table 5,
we found that not using true labels when generat-

4https ://super.gluebenchmark.com/leaderboard

#‘ Generate E ‘ Delete L ‘ Append L

‘ Dev Set Test Set

with L from E toE
1 v v 74.17 75.60
2 v v v 72.97 74.76
3 v 74.09 75.44
4 v 72.63 72.84

Table 5: Ablation study on the QK task. ‘E’ and ‘I’
refer to the generated explanations and ground truth
labels, respectively. All results are averaged across
five few-shot CoT prompts, each consisting of different
generated explanations.

ing explanations leads to a decrease in AnnoLLM’s
performance by approximately 3 points on the QK
test set (row 4 vs. row 1). This is because the model
may generate explanations for incorrect answers
without the guidance of ground truth labels.

In Table 8, we found that LL.Ms initially reveal
the true answer, and then provide an explanation
for it. This differs from previous work (Wei et al.,
2022), where LLMs are prompted to give an expla-
nation before outputting the answer. Therefore, we
remove the initial sentence with labels from gen-
erated explanations (underlined text in Table 18).
However, this modification does not lead to any
improvement (row 2 vs. row 1). We speculate that
this may be attributed to the disparity between our
task and traditional reasoning tasks. In addition, we
remove the last sentence containing the answer to
the demonstrated examples (italicized text in Table
18), yet it does not have too much impact on the
performance (row 3 vs. row 1). That is because the
generated explanations already contain the correct
answers. Nonetheless, to align with the format used
in previous work (Wei et al., 2022), we still append
ground truth labels to generated explanations.

3.4 More Analysis and Discussion

Consistency Analysis of Generated Explana-
tions. In the ablation study, we found that the
performance of AnnoLLM relies heavily on the
generated explanations. This leads to a natural
inquiry: Are the explanations produced by Chat-
GPT consistent enough for the same demonstrated
sample? To answer this, we generate five expla-
nations for each sample, and obtain five different
few-shot CoT prompts. As shown in Figure 2 (a),
these different few-shot CoT prompts yield simi-
lar performance in the QK, WiC, and BoolQ tasks.
This indicates that the quality of the explanations
generated by ChatGPT is sufficiently consistent.

169


https://super.gluebenchmark.com/leaderboard

704 —@— QK 4-shot CoT

731 H—'\Q/'\ 84‘./'\.
821 —@— BoolQ 8-shot CoT (1)

-@®- QK 8-shot

————— ®| 73{@----------@--ooo——_@|

80 1 -@- BoolQ 8-shot (1)

21 A/‘\A/A‘\A P —

—A— BoolQ 8-shot CoT (2)

704 iC 8- -A- WiC 8-
—A— WIiC 8-shot CoT #A- WIiC 8-shot 821 -4 - BoolQ 8-shot (2)
68
Y Y R Y S A | 80 {A---c--o--- A= A
89.6 - 84
BoolQ 8-shot CoT (3)
89.41 821 BoolQ 8-shot (3)
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89.2 A 80
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(a) Consistency

(b) Stability

Figure 2: Subfigure (a) shows the performance on dev sets for CoT prompts created with different explanations.
Subfigure (b) shows the performance for different few-shot and few-shot CoT prompts on the dev set of BoolQ. The
X-axis represents the index of CoT prompts, while the Y-axis denotes accuracy.

Stability Analysis of Generated Explanations.
Figure 2 (a) shows that AnnoLLM with few-shot
CoT prompts significantly outperforms its counter-
part with few-shot settings on QK and WiC. How-
ever, the improvement is quite modest on BoolQ,
where it is generally less than 0.5. This does not
mean that AnnoLLM with few-shot CoT prompts
has no effect on BoolQ. To further analyze this, we
make slight modifications to the existing prompts
for BoolQ to obtain three few-shot CoT and few-
shot prompts (refer to Appendix E for details). Fig-
ure 2 (b) shows that the few-shot method is highly
sensitive to templates. Even with slight modifica-
tions to templates, the experimental performances
drop from around 89 to below 80 points. In com-
parison, AnnoLLM with few-shot CoT prompts
suffers less performance loss, which outperforms
its counterpart with few-shot templates by around
4 points. To summarize, the few-shot setting is
more picky about templates, whereas few-shot CoT
exhibits better stability across different templates.

4 Experiment on Data Creation

Datasets. We construct the conversation-based
information retrieval (ConlIR) dataset based on the
MS-MARCO passage ranking dataset (Bajaj et al.,
2016). The sizes of the training and test sets for
ConlR are 71,557 and 3,000 respectively.

Implementation Details. Since ChatGPT is opti-
mized for chat, we use it to create ConlR, namely

using it to enrich paragraphs, generate and filter
out irrelevant conversations in Appendix F. Follow-
ing previous work (Qu et al., 2021), we resort to
MRR @10 and Recall of top-k (R@k) to evaluate
the retrieval performance on different models.

Zero-shot Performance. We train two typical
dense retrieval models, DPR (Karpukhin et al.,
2020) (initialized with DistilBERT (Sanh et al.,
2019)) and PROD (Lin et al., 2023), on MS-
MARCO, and then evaluate them on the test set
of ConlIR. Notably, both models exhibit poor per-
formance on ConlR, as demonstrated in Table 6.
This indicates that dense retrieval models trained
on traditional datasets are not directly applicable to
conversation-based information retrieval.

In-domain Performance. As shown in Table 6,
DPR fine-tuned on the training set of ConlIR per-
forms much better than its zero-shot counterpart,
highlighting the necessity of the ConIR dataset.

Human Evaluation. We randomly select 100
generated conversations and their paired para-
graphs. Three annotators are asked to assess the
fluency of conversations on a 5-point Likert scale
from 1 (not fluent) to 5 (extremely fluent), and their
relevance and factual consistency with the paired
passages on a 3-point Likert scale. Table 7 shows
that the conversations of ConlR exhibit remarkable
fluency, displaying a strong correlation with the
paired paragraphs in terms of relevance and factual
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Models MRR@10 Re@l1 R@5 R@50 R@100
DPR (Zero-shot) 7.01 4.85 9.75 18.70 22.08
PROD (Zero-shot) 10.61 7.53 1480  28.22 32.77
DPR (Fine-tune) 19.32 12.27 28.60  56.13 64.25

Table 6: Retrieval results on the test set of ConlR.

ot

Fluency  Relevance C y Inter

agr

4.99 2.53 2.41 0.55

Table 7: Human evaluation results on ConlR.

consistency. The inter-annotator agreement mea-
sured using Fleiss’ kappa (Fleiss, 1971) is 0.55,
implying moderate agreement (Landis and Koch,
1977). Please refer to Appendix G for more details.

5 Related Work

Large-scale Language Models. GPT (Genera-
tive Pre-trained Transformer) is a family of lan-
guage models developed by OpenAl, designed to
generate human-like natural language text. GPT
models are based on the Transformer architecture
(Vaswani et al., 2017), which are pre-trained on an
enormous corpus of text by predicting the next to-
ken based on the previous context. Over the years,
OpenAl has continuously increased the parameters
and training data of its models, and has released
GPT (Radford, 2018), GPT-2 (Radford et al., 2019),
and GPT-3 (Brown et al., 2020) from 2018 to 2020.
One unique feature of GPT-3 is in-context learn-
ing, where one can apply it to various tasks by
simply providing few-shot demonstrations without
any fine-tuning. Furthermore, OpenAl fine-tuned
GPT-3 on the code data or instruction data, releas-
ing Codex (Chen et al., 2021) and InstructGPT
(Ouyang et al., 2022), respectively. Recently, Ope-
nAl released GPT-3.5 series models, including text-
davinci-003 and ChatGPT, by training on text and
code data, then tuning with supervised instructions
and reinforcement learning with human feedback.
Recent research has shown that GPT-3.5 has strong
few-shot and zero-shot learning abilities on various
NLP tasks (Jiao et al., 2023; Wei et al., 2023).

In this paper, we first propose that we can readily
change GPT-3.5 to a good data annotator for a
specific task by providing the detailed annotation
instructions similar to human annotators.

Pseudo Annotated Data. Creating pseudo-
annotated data is commonly used to generate la-
beled data for a specific task when there is a lim-
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ited amount of annotated data available. Back-
translation involves translating a target language
sentence back into the source language, which is
first proposed to improve neural machine transla-
tion models with synthetic parallel data (Sennrich
et al., 2016). Beyond machine translation, this tech-
nique has also been applied to unsupervised text
style transfer (Prabhumoye et al., 2018) and im-
age style transfer (Zhu et al., 2017). In addition,
rule-based methods are widely used to construct
synthetic data. For example, Zhang et al. (2020)
resorted to the lead bias to create paired data to pre-
train the text summarization model, PEGASUS.
Lee et al. (2019) pre-trained the retriever with the
Inverse Cloze Task, which aims to predict the con-
text based on the given sentence. However, these
methods are task-specific and difficult to generalize
to other tasks. This paper explores the transforma-
tion of GPT-3.5 into a versatile data annotator. By
providing the corresponding task description and
few-shot CoT demonstrations, GPT-3.5 can eas-
ily annotate data for various tasks. Inspired by
AnnoLLM, He et al. (2023) employed LLMs to
introduce factual errors into accurate text, thereby
generating data for factual error correction (Thorne
and Vlachos, 2021; He et al., 2024).

6 Conclusion

In this paper, we present AnnoLLM, a novel annota-
tion system powered by LLMs that has the potential
to replace traditional crowdsourced annotators. An-
noLLLLM adopts a two-step approach, explain-then-
annotate. In this method, LLMs are initially em-
ployed to generate a few-shot CoT prompt, which
is subsequently utilized to prompt LLMs in anno-
tating unlabeled data. Our experimental results on
three datasets demonstrate the feasibility of using
AnnoLLM to substitute crowdsourced annotators.
Moreover, we introduce the ConIR dataset, which
is created using AnnoLLM, to facilitate the re-
search on conversation-based information retrieval.
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A Prompts for Generating Explanations

Directions: Given a search engine query: "google data studio sharepoint”, first, consider what the user
could have in mind when they type in the query and allow for misspellings or other ambiguity, then classify
the relevance of keyword: "sharepoint migration tool file share" to the query into one of the following
categories: "Not bad", "Bad". The definitions of the categories are

"Not bad": the keyword is relevant to the user’s search query. This can include: broader or narrower product
selection, competitor or alternative products, accessories, products often purchased together and related
topics as well as direct matches to the user’s search.

"Bad": the keyword is not relevant to the user’s search query. There is no relationship between the query and
keyword. This includes but is not limited to: incorrect/unrelated product, unrelated topic, wrong location
when location is important, cannot be used in place of query product nor are they commonly purchased
together, etc.

Briefly explain why the relevance is "Bad", with a response length not exceeding 100 words.

Input

The relevance of the keyword "sharepoint migration tool file share" to the search query "google data studio
sharepoint" is "Bad". This keyword is not relevant to the user’s search query as it pertains to a different tool
Output 1 or technology (SharePoint) that is not mentioned in the search query. The keyword focuses on a migration
tool for SharePoint file sharing, while the search query is focused on Google Data Studio. There is no
relationship between the two, so the keyword is not relevant to the user’s search query.

The relevance of "sharepoint migration tool file share" to the search query "google data studio sharepoint" is
"Bad." The keyword is not relevant to the user’s search query because it deals with SharePoint migration
and file sharing, whereas the user’s query is focused on Google Data Studio and SharePoint. There is no
relationship between these two topics, and the keyword cannot be used in place of the query product.

Output 2

The relevance is "Bad". The keyword "sharepoint migration tool file share" is not directly related to the
query "google data studio sharepoint”. The keyword refers to tools and services for migrating data from
SharePoint to another file share platform, whereas the query is about using Google Data Studio to connect
with SharePoint data. There is no clear relationship between the two topics.

Output 3

The relevance of the keyword "sharepoint migration tool file share" to the search query "google data studio
sharepoint” is "Bad". The keyword is about a tool for migrating data from SharePoint, which is not directly
related to Google Data Studio. Google Data Studio is a data visualization and reporting tool, not a migration
tool for SharePoint.

Output 4

The relevance is "Bad" as the keyword "sharepoint migration tool file share" has no direct relation to the
user’s search query "google data studio sharepoint”. The keyword pertains to a tool used for migrating data
within a SharePoint platform, while the query is focused on Google Data Studio and SharePoint. These two
concepts are not directly related and therefore, the keyword is not relevant to the user’s search query.

Output 5

Table 8: Illustration of how to use a LLM to generate explanations for the QK task. “Input” and “Output” refer to
the prompt provided to the LLM and generated explanations, respectively.
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Task description: The task is to identify if the occurrences of "place" in ‘Do you want to come over
to my ''place' later?’ and ‘A political system with no ''place'’ for the less prominent groups.’
correspond to the same meaning or not. The target word "place" in the first sentence and the second
Input sentence is enclosed in quotation marks. There is no need to consider the tense and form of "place". If
"place" in the first sentence and the second sentence correspond to the same meaning, output "true",
otherwise output "false".

Briefly explain why the answer is "false", with a response length not exceeding 100 words.

The answer is "false". In the first sentence, "place" refers to a physical location or a person’s home. In
the second sentence, "place” refers to a position or status in a political system. Therefore, although
the spelling and punctuation of "place" are the same in both sentences, the context and meaning of the
word are different.

Output 1

The answer is "false". In the first sentence, "place" refers to a physical location, meaning a house or
an apartment. In contrast, in the second sentence, "place" refers to a figurative location, meaning a
position or role within a political system. Therefore, the two occurrences of "place" have different
meanings and do not correspond to the same meaning.

Output 2

The answer is "false". In the first sentence, "place" refers to a physical location or someone’s home,
while in the second sentence, "place" refers to a position or status in a political system. These are
different meanings, and therefore, the occurrences of "place" in the two sentences do not correspond to
the same meaning.

Output 3

The answer is "false". In the first sentence, "place"” refers to a physical location, as in a person’s home.
In contrast, in the second sentence, "place" refers to a position or status within a system or society,
as in a group’s role or standing. Thus, the two uses of "place" have different meanings, and do not
correspond to the same meaning.

Output 4

The answer is "false". In the first sentence, "place” refers to a physical location where the speaker
is inviting someone to come over to. In contrast, in the second sentence, "place" refers to a position
or role in a political system. Therefore, the two occurrences of "place" have different meanings and
cannot be considered to correspond to the same meaning.

Output 5

Table 9: Illustration of how to use LLM to generate explanations for the WiC task. “Input” and “Output” refer to the
prompt provided to the LLM and generated explanations, respectively.
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Task description: Based on the information provided in the passage: "The Elder Scrolls Online — As
with other games in The Elder Scrolls series, the game is set on the continent of Tamriel. The events
of the game occur a millennium before those of The Elder Scrolls V: Skyrim and around 800 years
before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It has a broadly similar
structure to Skyrim, with two separate conflicts progressing at the same time, one with the fate of the
world in the balance, and one where the prize is supreme power on Tamriel. In The Elder Scrolls
Input Online, the first struggle is against the Daedric Prince Molag Bal, who is attempting to meld the plane
of Mundus with his realm of Coldharbour, and the second is to capture the vacant imperial throne,
contested by three alliances of the mortal races. The player character has been sacrificed to Molag Bal,
and Molag Bal has stolen their soul, the recovery of which is the primary game objective.", determine
if the answer to the question: "is elder scrolls online the same as skyrim" is "yes" or "no". If the answer is
affirmative, indicate "true", otherwise indicate "false".

Briefly explain why the answer is "false", with a response length not exceeding 100 words.

The answer is "false". Although The Elder Scrolls Online is set on the continent of Tamriel, like Skyrim and
other games in The Elder Scrolls series, it takes place a millennium before Skyrim and around 800 years
before Morrowind and Oblivion. While it has a similar structure to Skyrim, with two conflicts progressing at
the same time, the primary struggle in The Elder Scrolls Online is against the Daedric Prince Molag Bal,
who has stolen the player character’s soul, and the second is to capture the vacant imperial throne. Therefore,
The Elder Scrolls Online is not the same game as Skyrim.

Output 1

The answer is "false". While The Elder Scrolls Online is set in the same continent of Tamriel as Skyrim,
and shares a similar structure with two conflicts happening simultaneously, the events of the game occur
a millennium before Skyrim, and its primary antagonist is the Daedric Prince Molag Bal, not Alduin as
in Skyrim. The gameplay mechanics and overall experience of The Elder Scrolls Online are also distinct
from Skyrim, as it is a massively multiplayer online role-playing game (MMORPG), while Skyrim is a
single-player game.

Output 2

The answer is "false". While The Elder Scrolls Online and Skyrim share the same fictional universe and are
part of The Elder Scrolls series, they are not the same game. The Elder Scrolls Online is set a millennium
before Skyrim and has a different storyline and gameplay mechanics. In The Elder Scrolls Online, the player
fights against Molag Bal and attempts to recover their stolen soul, while in Skyrim, the player character
is a Dragonborn who fights against Alduin, the World-Eater. Additionally, The Elder Scrolls Online is a
massively multiplayer online game, while Skyrim is a single-player game.

Output 3

The answer is "false". While The Elder Scrolls Online and Skyrim share some similarities, such as being
set in the same continent of Tamriel and having a similar structure, they are different games with different
Output 4 stories and timelines. The events in The Elder Scrolls Online take place a millennium before Skyrim and
revolve around two conflicts, one against the Daedric Prince Molag Bal and the other for the vacant imperial
throne, while Skyrim has its own unique story centered around the return of the dragons to the world.

The answer is "false". While The Elder Scrolls Online and Skyrim share the same fictional world of Tamriel,
they are not the same game. The events of The Elder Scrolls Online take place a millennium before Skyrim,
Output 5 and the game features a different storyline and game structure. In The Elder Scrolls Online, the player
character is sacrificed to the Daedric Prince Molag Bal and must recover their soul, while in Skyrim, the
player character is a Dragonborn on a quest to defeat the dragon Alduin and save Tamriel from destruction.

Table 10: Illustration of how to use a LLM to generate explanations for the BoolQ task. “Input” and “Output” refer
to the prompt provided to the LLM and generated explanations, respectively.
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Directions: Given a search engine query: "google data studio sharepoint", first, consider what the user
could have in mind when they type in the query and allow for misspellings or other ambiguity, then classify
the relevance of keyword: "sharepoint migration tool file share" to the query into one of the following
categories: "Not bad", "Bad". The definitions of the categories are

"Not bad": the keyword is relevant to the user’s search query. This can include: broader or narrower product
selection, competitor or alternative products, accessories, products often purchased together and related
Input topics as well as direct matches to the user’s search.

"Bad": the keyword is not relevant to the user’s search query. There is no relationship between the query and
keyword. This includes but is not limited to: incorrect/unrelated product, unrelated topic, wrong location
when location is important, cannot be used in place of query product nor are they commonly purchased
together, etc.

Briefly explain the relevance between the keyword and query, with a response length not exceeding 100
words.

The user’s query "google data studio sharepoint” suggests they are looking for information on how to
integrate or connect Google Data Studio with SharePoint, possibly for data visualization or reporting
Output 1 purposes. The keyword "sharepoint migration tool file share" is not directly relevant to the user’s query as it
pertains to a tool used for migrating files between SharePoint instances, rather than integrating Google Data
Studio with SharePoint. Therefore, the keyword is considered "Bad" in relation to the user’s query.

When a user searches for "Google Data Studio SharePoint," they are likely looking for information on how
to integrate Google Data Studio with SharePoint or how to use Google Data Studio to create reports on
Output 2 SharePoint data. The keyword "SharePoint migration tool file share" is not directly relevant to the query as
it pertains to a tool for migrating files to SharePoint rather than using Google Data Studio with SharePoint.
Therefore, the keyword is considered "bad" in this context.

When a user searches for "google data studio sharepoint," they are likely looking for information on how to
integrate or connect Google Data Studio with SharePoint, a popular document management and collaboration
Output 3 platform. The keyword "sharepoint migration tool file share" is somewhat relevant to the query, as it pertains
to migrating files from one SharePoint instance to another, which could be useful information for someone
looking to integrate the two platforms. Therefore, I would classify this keyword as "Not bad."

The search query "google data studio sharepoint" likely suggests that the user is looking for information
about how to integrate or use Google Data Studio with SharePoint. They may be interested in creating
reports or visualizations using data from SharePoint in Google Data Studio. The keyword "sharepoint
migration tool file share" is not relevant to the query as it refers to a tool for migrating files from one
SharePoint site to another, and does not address the query’s focus on integrating Google Data Studio with
SharePoint. Therefore, the keyword is considered "Bad" for this search query.

Output 4

The search engine query "google data studio sharepoint" suggests that the user may be looking for information
on how to integrate or use Google Data Studio with SharePoint, which is a web-based collaborative platform
used for document management and storage. The keyword "sharepoint migration tool file share" is not
directly relevant to the user’s search query, as it is related to a tool used for migrating files between different
file-sharing platforms, and does not address the user’s original intent of using Google Data Studio with
SharePoint. Therefore, the keyword is classified as "Bad."

Output 5

Table 11: Illustration of how to use a LLM to generate explanations for the user query and keyword relevance
assessment task without using the ground truth labels. “Input” and “Output” refer to the prompt provided to the
LLM and the generated explanations, respectively. The red outputs indicate incorrect generated explanations.
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B Zero-shot Prompts

Given a search engine query, first, consider what the user could have in mind when they type in the query and allow for
misspellings or other ambiguity, then classify the relevance of keyword to the query into one of the following categories:
"Not bad", or "Bad". The definitions of the categories are

"Not bad": the keyword is relevant to the user’s search query. This can include: broader or narrower product selection,
competitor or alternative products, accessories, products often purchased together and related topics as well as direct
matches to the user’s search.

"Bad": the keyword is not relevant to the user’s search query. There is no relationship between the query and keyword.
This includes but is not limited to: incorrect/unrelated product, unrelated topic, wrong location when location is important,
cannot be used in place of query product nor are they commonly purchased together, etc.

Please predict whether the keyword is relevant to the query or not. The answer should be exact "Not bad" or "Bad".

Query: {query}
Keyword: {keyword}
Answer:

Table 12: Zero-shot prompt for the QK task.

The goal of this task is to determine whether the targeted word in the first sentence and the second sentence conveys the
same meaning. Please note that if the targeted word appears multiple times in the sentences, only the instance of the word
surrounded by quotation marks should be considered. Additionally, the tense and form of the targeted word should not be
taken into account. If the targeted word in the first sentence and the second sentence corresponds to the same meaning,
output "True"; otherwise, output "False".

To complete this task, you will need to predict whether the targeted word "w" in the first sentence "s1" and the second
sentence "s2" convey the same meaning. Your answer should be either "True" or "False".

w: {target word}

s1: {first sentence}
s2: {second sentence}
Answer:

Table 13: Zero-shot prompt for the WiC task.

Yes/No question-answering consists of a short passage and a Yes/No question about the passage. The questions are provided
anonymously and unsolicited by users of the Google search engine, and afterwards paired with a paragraph from a Wikipedia
article containing the answer. If there exists evidence in the passage that supports the facts in the question, the answer
should be "Yes". If there exists evidence in the passage that denies the facts in the question, the answer should be "No".
Your task is to read the passage and predict whether the answer to the question is "Yes" or "No".

Passage: {passage}
Question: {question}
Answer:

Table 14: Zero-shot prompt for the BoolQ task.
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C Few-shot Prompts

Given a search engine query, first, consider what the user
could have in mind when they type in the query and allow
for misspellings or other ambiguity, then classify the rel-
evance of keyword to the query into one of the following
categories: "Not bad", or "Bad". The definitions of the
categories are

"Not bad": the keyword is relevant to the user’s search
query. This can include: broader or narrower product selec-
tion, competitor or alternative products, accessories, prod-
ucts often purchased together and related topics as well as
direct matches to the user’s search.

"Bad": the keyword is not relevant to the user’s search query.
There is no relationship between the query and keyword.
This includes but is not limited to: incorrect/unrelated prod-
uct, unrelated topic, wrong location when location is impor-
tant, cannot be used in place of query product nor are they
commonly purchased together, etc.

Please predict whether the keyword is relevant to the query
or not. The answer should be exact "Not bad" or "Bad".

Query: google data studio sharepoint
Keyword: sharepoint migration tool file share
Answer: Bad

Query: motorhomes sale
Keyword: rv sale used class ¢
Answer: Not bad

Query: southern exposure seed exchange company
Keyword: uk poppy seeds
Answer: Not bad

Query: nissan parts canada
Keyword: purchase tires
Answer: Bad

Query: alcohol detoxing
Keyword: inpatient drug rehab
Answer: Not bad

Query: loudmouth clothing sale
Keyword: levis jeans
Answer: Bad

Query: firefox mac sierra
Keyword: opera browser mac
Answer: Not bad

Query: google images
Keyword: buy photo
Answer: Bad

Query: {query}
Keyword: {keyword}
Answer:

The goal of this task is to determine whether the targeted
word in the first sentence and the second sentence conveys
the same meaning. Please note that if the targeted word
appears multiple times in the sentences, only the instance of
the word surrounded by quotation marks should be consid-
ered. Additionally, the tense and form of the targeted word
should not be taken into account. If the targeted word in the
first sentence and the second sentence corresponds to the
same meaning, output "True"; otherwise, output "False".
To complete this task, you will need to predict whether the
targeted word "w" in the first sentence "s1" and the sec-
ond sentence "s2" convey the same meaning. Your answer
should be either "True" or "False".

w: "place"

s1: Do you want to come over to my "place" later?

s2: A political system with no "place" for the less prominent
groups.

Answer: False

w: "hold"

s1: The general ordered the colonel to "hold" his position
at all costs.

s2: "Hold" the taxi.

Answer: True

w: "summer"

s1: We like to "summer" in the Mediterranean.
s2: We "summered" in Kashmir.

Answer: True

w: "approach"

sl: "Approach" a task.

s2: To "approach" the city.
Answer: False

w: "run"

sl: "Run" rogue.

s2: She "ran" 10 miles that day.
Answer: False

w: "head"

s1: His horse won by a "head".

s2: He is two "heads" taller than his little sister.
Answer: True

w: "meet"

s1: The company agrees to "meet" the cost of any repairs.
s2: This proposal "meets" my requirements.

Answer: True

w: "development"

s1: The organism has reached a crucial stage in its "devel-
opment".

s2: Our news team brings you the latest "developments".

Table 15: Few-shot exemplars prompt for the QK task.

Answer: False

w: {target word}

s1: {first sentence}
s2: {second sentence}
Answer:

Table 16: Few-shot exemplars prompt for the WiC task.
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Yes/No question-answering consists of a short passage and a Yes/No question about the passage. The questions are provided
anonymously and unsolicited by users of the Google search engine, and afterwards paired with a paragraph from a Wikipedia
article containing the answer. If there exists evidence in the passage that supports the facts in the question, the answer
should be "Yes". If there exists evidence in the passage that denies the facts in the question, the answer should be "No".
Your task is to read the passage and predict whether the answer to the question is "Yes" or "No".

Passage: The Elder Scrolls Online — As with other games in The Elder Scrolls series, the game is set on the continent of
Tamriel. The events of the game occur a millennium before those of The Elder Scrolls V: Skyrim and around 800 years
before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It has a broadly similar structure to Skyrim,
with two separate conflicts progressing at the same time, one with the fate of the world in the balance, and one where the
prize is supreme power on Tamriel. In The Elder Scrolls Online, the first struggle is against the Daedric Prince Molag Bal,
who is attempting to meld the plane of Mundus with his realm of Coldharbour, and the second is to capture the vacant
imperial throne, contested by three alliances of the mortal races. The player character has been sacrificed to Molag Bal, and
Molag Bal has stolen their soul, the recovery of which is the primary game objective.

Question: is elder scrolls online the same as skyrim

Answer: No

Passage: Good Samaritan law — Good Samaritan laws offer legal protection to people who give reasonable assistance to
those who are, or who they believe to be, injured, ill, in peril, or otherwise incapacitated. The protection is intended to
reduce bystanders’ hesitation to assist, for fear of being sued or prosecuted for unintentional injury or wrongful death. An
example of such a law in common-law areas of Canada: a good Samaritan doctrine is a legal principle that prevents a
rescuer who has voluntarily helped a victim in distress from being successfully sued for wrongdoing. Its purpose is to keep
people from being reluctant to help a stranger in need for fear of legal repercussions should they make some mistake in
treatment. By contrast, a duty to rescue law requires people to offer assistance and holds those who fail to do so liable.
Question: do good samaritan laws protect those who help at an accident

Answer: Yes

Passage: Windows Movie Maker — Windows Movie Maker (formerly known as Windows Live Movie Maker in Windows 7)
is a discontinued video editing software by Microsoft. It is a part of Windows Essentials software suite and offers the ability
to create and edit videos as well as to publish them on OneDrive, Facebook, Vimeo, YouTube, and Flickr.

Question: is windows movie maker part of windows essentials

Answer: Yes

Passage: Epsom railway station — Epsom railway station serves the town of Epsom in Surrey. It is located off Waterloo
Road and is less than two minutes’ walk from the High Street. It is not in the London Oyster card zone unlike Epsom
Downs or Tattenham Corner stations. The station building was replaced in 2012/2013 with a new building with apartments
above the station (see end of article).

Question: can you use oyster card at epsom station

Answer: No

Passage: Da Vinci’s Demons — The series premiered in the United States on Starz on 12 April 2013, and its second season
premiered on 22 March 2014. The series was renewed for a third season, which premiered on 24 October 2015. On 23
July 2015, Starz announced that the third season would be the show’s last. However Goyer has left it open for a miniseries
return.

Question: will there be a season 4 of da vinci’s demons

Answer: No

Passage: Powdered sugar — Powdered sugar, also called confectioners’ sugar, icing sugar, and icing cake, is a finely ground
sugar produced by milling granulated sugar into a powdered state. It usually contains a small amount of anti-caking agent
to prevent clumping and improve flow. Although most often produced in a factory, powdered sugar can also be made by
processing ordinary granulated sugar in a coffee grinder, or by crushing it by hand in a mortar and pestle.

Question: is confectionary sugar the same as powdered sugar

Answer: Yes

Table 17: Continued on the next page
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Passage: Federal judiciary of the United States — The federal courts are composed of three levels of courts. The Supreme
Court of the United States is the court of last resort. It is generally an appellate court that operates under discretionary
review, which means that the Court can choose which cases to hear, by granting writs of certiorari. There is therefore
generally no basic right of appeal that extends automatically all the way to the Supreme Court. In a few situations (like
lawsuits between state governments or some cases between the federal government and a state) it sits as a court of original
jurisdiction.

Question: is the federal court the same as the supreme court

Answer: No

Passage: Bixby letter — In the 1998 war film Saving Private Ryan, General George Marshall (played by Harve Presnell)
reads the Bixby letter to his officers before giving the order to find and send home Private James Francis Ryan after Ryan’s
three brothers died in battle.

Question: did abraham lincoln write the letter in saving private ryan

Answer: Yes

Passage: {passage}
Question: {question}
Answer:

Table 17: Few-shot exemplars prompt for the BoolQ task.

D Few-shot CoT Prompts
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Given a search engine query, first, consider what the user could have in mind when they type in the query and allow for
misspellings or other ambiguity, then classify the relevance of keyword to the query into one of the following categories:
"Not bad", or "Bad". The definitions of the categories are

"Not bad": the keyword is relevant to the user’s search query. This can include: broader or narrower product selection,
competitor or alternative products, accessories, products often purchased together and related topics as well as direct
matches to the user’s search.

"Bad": the keyword is not relevant to the user’s search query. There is no relationship between the query and keyword.
This includes but is not limited to: incorrect/unrelated product, unrelated topic, wrong location when location is important,
cannot be used in place of query product nor are they commonly purchased together, etc.

Please predict whether the keyword is relevant to the query or not. The answer should be exact "Not bad" or "Bad".

Query: google data studio sharepoint

Keyword: sharepoint migration tool file share

Answer: The relevance of the keyword ''sharepoint migration tool file share' to the search query '"google data
studio sharepoint' is ""Bad"'. This keyword is not relevant to the user’s search query as it pertains to a different tool
or technology (SharePoint) that is not mentioned in the search query. The keyword focuses on a migration tool for
SharePoint file sharing, while the search query is focused on Google Data Studio. There is no relationship between
the two, so the keyword is not relevant to the user’s search query. Therefore, the relevance is "Bad".

Query: motorhomes sale

Keyword: rv sale used class ¢

Answer: The relevance of keyword ''rv sale used class c¢' is '"Not bad"'. The keyword ''rv sale used class ¢'' contains
relevant information to the user’s search query "'motorhomes sale'. It includes a specific type of motorhome, 'class
c", that is being sold used, which is a relevant product selection for the user’s search. Additionally, the keyword ''rv
sale used class ¢'" is a direct match to the user’s search and is commonly purchased together with the products in the
search query. Therefore, the relevance is "Not bad".

Query: southern exposure seed exchange company

Keyword: uk poppy seeds

Answer:  The relevance of the keyword '"'uk poppy seeds'' to the search query '"southern exposure seed exchange
company' is ""Not bad". This is because the search query is about a seed exchange company, and the keyword
"uk poppy seeds" is a specific type of seed that could be offered by such a company. Even though the company
mentioned in the search query is based in the southern hemisphere, they may still offer seeds from other regions,
including the UK, which could include poppy seeds. Therefore, the relevance is "Not bad".

Query: nissan parts canada

Keyword: purchase tires

Answer: The relevance of '"'purchase tires' to the query '"nissan parts canada' is '"Bad"'. The keyword ''purchase
tires'' is not directly related to the user’s search for Nissan parts in Canada. Tires are not a part of a Nissan car and
therefore are not relevant to the search for Nissan parts. Additionally, the keyword does not relate to a common
purchase with Nissan parts, and it is not a substitute for the search query. Therefore, the relevance is "Bad".

Query: {query}
Keyword: {keyword}
Answer:

Table 18: Few-shot exemplars for full chain-of-thought prompt for the QK task. The bold text indicates the
explanations generated with the prompt in Table 8.
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Task description: The task is to identify if the occurrences of w in s1 and s2 correspond to the same meaning or not. The
target word w in s1 and s2 is enclosed in quotation marks. There is no need to consider the tense and form of w. If w in s1
and s2 corresponds to the same meaning, output "true", otherwise output "false".

w: "place" s1: Do you want to come over to my "place" later?

s2: A political system with no "place" for the less prominent groups.

Explanation: The answer is "false''. In the first sentence, ''place' refers to a physical location or a person’s home. In
the second sentence, ''place’ refers to a position or status in a political system. Therefore, although the spelling and
punctuation of ""place' are the same in both sentences, the context and meaning of the word are different. Therefore,
the answer is "false".

w: "hold" s1: The general ordered the colonel to "hold" his position at all costs.

s2: "Hold" the taxi.

Explanation: The answer is ""true'. In both sentences, '"hold" means to maintain or stay in a specific position or
location. In the first sentence, the general orders the colonel to hold his position at all costs, meaning the colonel
should not retreat or move from his current location. In the second sentence, someone is asking the taxi driver to
hold, meaning to wait and stay in the current location until the person returns. Therefore, in both sentences, '"hold"
is used to convey the idea of staying in a particular position or location. Therefore, the answer is "true".

w: "summer"

s1: We like to "summer" in the Mediterranean.

s2: We "summered" in Kashmir.

Explanation: The answer is "'true'. In both sentences, ''summer' refers to the activity of spending a summer vacation
in a certain location. Although the word form is different (''summer'' in the first sentence and ''summered" in the
second), the meaning is the same. The use of quotation marks in both sentences implies that ''summer' is being used
as a verb, rather than a season. Therefore, both sentences convey the idea of enjoying a summer vacation in different
locations, making the meaning the same. Therefore, the answer is "true".

w: "approach"

sl: "Approach" a task.

s2: To "approach" the city.

Explanation: The answer is ''false'’. In the first sentence, ''Approach'' is used as a verb and means to begin or
undertake a task. In the second sentence, ""approach' is also used as a verb but means to move towards or get closer
to the city. Although the spelling and the quotation marks around the word are the same in both sentences, the
context and the meaning of the word are different. Therefore, the occurrences of "approach' in the two sentences do
not correspond to the same meaning. Therefore, the answer is "false".

w: "cover"

sl: "Cover" her face with a handkerchief.

s2: Count the cash in the drawer twice just to "cover" yourself.

Explanation: The answer is ''false''. The word "'cover' has different meanings in the two sentences. In the first
sentence, ''cover'' means to hide or conceal something. In contrast, in the second sentence, ''cover'' means to protect
oneself from potential problems or accusations. The context and usage of the word ''cover'' in the two sentences are
different, indicating that the two instances of ''cover'' do not correspond to the same meaning. Therefore, the answer
is "false".

w: "head"

s1: His horse won by a "head".

s2: He is two "heads" taller than his little sister.

Explanation: The answer is ""true''. In both sentences, '""head" is used as a unit of measurement. In the first sentence,
it means that the speaker’s horse won by a small margin, specifically the length of the horse’s head. In the second
sentence, it means that the person is taller than their little sister by a specific amount, namely two head lengths.
Therefore, in both cases, '"head' is used as a measure of distance or height, indicating that the two occurrences
correspond to the same meaning. Therefore, the answer is "true".

w: "meet"

sl: The company agrees to "meet" the cost of any repairs.

s2: This proposal "meets" my requirements.

Explanation: The answer is "true''. Although the verb "'meet" is used in different senses in the two sentences, in both
cases, it conveys the idea of satisfying a requirement or obligation. In the first sentence, the company agrees to pay
for any repairs, which is a requirement or obligation. In the second sentence, the proposal fulfills or satisfies the
speaker’s requirements. Therefore, even though the two sentences use '"'meet' in different senses, they convey the
same general idea of satisfying an obligation or requirement, making the answer "'true'. Therefore, the answer is
"true".

Table 19: Continued on the next page
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w: "development"

s1: The organism has reached a crucial stage in its "development".

s2: Our news team brings you the latest "developments".

Explanation: The answer is ''false'. In the first sentence, ""development' refers to the growth or progress of an
organism. In contrast, in the second sentence, '"developments'' refer to the latest events or updates on a particular
subject. The first sentence refers to a specific stage in the life of an organism, while the second sentence refers to
recent events or news related to a particular topic. Therefore, the context and meaning of ''development' in both
sentences are different, and they cannot be considered the same. Therefore, the answer is "false".

w: {target word}

s1: {first sentence}
s2: {second sentence}
Explanation:

Table 19: Few-shot exemplars for full chain-of-thought prompt for the WiC task. The bold text indicates the
explanations generated with the prompt in Table 9.

Yes/No question-answering consists of a short passage and a Yes/No question about the passage. The questions are provided
anonymously and unsolicited by users of the Google search engine, and afterwards paired with a paragraph from a Wikipedia
article containing the answer. If there exists evidence in the passage that supports the facts in the question, the answer
should be "Yes". If there exists evidence in the passage that denies the facts in the question, the answer should be "No".
Your task is to read the passage and predict whether the answer to the question is "Yes" or "No".

Passage: The Elder Scrolls Online — As with other games in The Elder Scrolls series, the game is set on the continent of
Tamriel. The events of the game occur a millennium before those of The Elder Scrolls V: Skyrim and around 800 years
before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It has a broadly similar structure to Skyrim,
with two separate conflicts progressing at the same time, one with the fate of the world in the balance, and one where the
prize is supreme power on Tamriel. In The Elder Scrolls Online, the first struggle is against the Daedric Prince Molag Bal,
who is attempting to meld the plane of Mundus with his realm of Coldharbour, and the second is to capture the vacant
imperial throne, contested by three alliances of the mortal races. The player character has been sacrificed to Molag Bal, and
Molag Bal has stolen their soul, the recovery of which is the primary game objective.

Question: is elder scrolls online the same as skyrim

Answer: The answer is ''No''. Although The Elder Scrolls Online is set on the continent of Tamriel, like Skyrim and
other games in The Elder Scrolls series, it takes place a millennium before Skyrim and around 800 years before
Morrowind and Oblivion. While it has a similar structure to Skyrim, with two conflicts progressing at the same time,
the primary struggle in The Elder Scrolls Online is against the Daedric Prince Molag Bal, who has stolen the player
character’s soul, and the second is to capture the vacant imperial throne. Therefore, The Elder Scrolls Online is not
the same game as Skyrim. Therefore, the answer is "No".

Passage: Good Samaritan law — Good Samaritan laws offer legal protection to people who give reasonable assistance to
those who are, or who they believe to be, injured, ill, in peril, or otherwise incapacitated. The protection is intended to
reduce bystanders’ hesitation to assist, for fear of being sued or prosecuted for unintentional injury or wrongful death. An
example of such a law in common-law areas of Canada: a good Samaritan doctrine is a legal principle that prevents a
rescuer who has voluntarily helped a victim in distress from being successfully sued for wrongdoing. Its purpose is to keep
people from being reluctant to help a stranger in need for fear of legal repercussions should they make some mistake in
treatment. By contrast, a duty to rescue law requires people to offer assistance and holds those who fail to do so liable.
Question: do good samaritan laws protect those who help at an accident

Answer: The answer is '"Yes''. Good Samaritan laws offer legal protection to people who provide reasonable
assistance to those who are injured, ill, in peril, or otherwise incapacitated. The purpose of these laws is to encourage
bystanders to provide help without fear of being sued or prosecuted for unintentional injury or wrongful death. In
Canada, for example, the good Samaritan doctrine is a legal principle that prevents a rescuer who has voluntarily
helped a victim in distress from being successfully sued for wrongdoing. Therefore, individuals who provide
reasonable assistance at an accident can be protected by good Samaritan laws. Therefore, the answer is "Yes".

Passage: Windows Movie Maker — Windows Movie Maker (formerly known as Windows Live Movie Maker in Windows 7)
is a discontinued video editing software by Microsoft. It is a part of Windows Essentials software suite and offers the ability
to create and edit videos as well as to publish them on OneDrive, Facebook, Vimeo, YouTube, and Flickr.

Question: is windows movie maker part of windows essentials

Answer: The answer to the question 'is Windows Movie Maker part of Windows Essentials?"' is Yes. As stated in
the passage, Windows Movie Maker is a discontinued video editing software by Microsoft and was a part of the
Windows Essentials software suite. Windows Essentials was a collection of free software programs from Microsoft,
including Photo Gallery, Movie Maker, Mail, Writer, and OneDrive, among others. Therefore, Windows Movie
Maker was one of the programs included in the Windows Essentials suite, which was available for download from
Microsoft’s website. Therefore, the answer is "Yes".

Table 20: Continued on the next page
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Passage: Epsom railway station — Epsom railway station serves the town of Epsom in Surrey. It is located off Waterloo
Road and is less than two minutes’ walk from the High Street. It is not in the London Oyster card zone unlike Epsom
Downs or Tattenham Corner stations. The station building was replaced in 2012/2013 with a new building with apartments
above the station (see end of article).

Question: can you use oyster card at epsom station

Answer: The answer is '"No''. The passage explicitly states that Epsom railway station is not in the London Oyster
card zone, unlike Epsom Downs or Tattenham Corner stations. Therefore, you cannot use Oyster card at Epsom
railway station. Therefore, the answer is "No".

Passage: Da Vinci’s Demons — The series premiered in the United States on Starz on 12 April 2013, and its second season
premiered on 22 March 2014. The series was renewed for a third season, which premiered on 24 October 2015. On 23
July 2015, Starz announced that the third season would be the show’s last. However Goyer has left it open for a miniseries
return.

Question: will there be a season 4 of da vinci’s demons

Answer: The answer is '"No''. The passage states that the third season of ''Da Vinci’s Demons'' was the show’s last
and that the series creator, David S. Goyer, left open the possibility of a miniseries return. However, there is no
indication that a fourth season of the show was planned or produced. Therefore, based on the information provided,
it can be concluded that there will not be a season 4 of ''Da Vinci’s Demons''. Therefore, the answer is "No".

Passage: Powdered sugar — Powdered sugar, also called confectioners’ sugar, icing sugar, and icing cake, is a finely ground
sugar produced by milling granulated sugar into a powdered state. It usually contains a small amount of anti-caking agent
to prevent clumping and improve flow. Although most often produced in a factory, powdered sugar can also be made by
processing ordinary granulated sugar in a coffee grinder, or by crushing it by hand in a mortar and pestle.

Question: is confectionary sugar the same as powdered sugar

Answer: The answer is ''Yes''. Confectioners’ sugar is another name for powdered sugar, as mentioned in the passage.
It is produced by milling granulated sugar into a fine powder, and usually contains a small amount of anti-caking
agent to prevent clumping. Both terms, confectioners’ sugar and powdered sugar, can be used interchangeably to
refer to the same product. Therefore, the answer is "Yes".

Passage: Federal judiciary of the United States — The federal courts are composed of three levels of courts. The Supreme
Court of the United States is the court of last resort. It is generally an appellate court that operates under discretionary
review, which means that the Court can choose which cases to hear, by granting writs of certiorari. There is therefore
generally no basic right of appeal that extends automatically all the way to the Supreme Court. In a few situations (like
lawsuits between state governments or some cases between the federal government and a state) it sits as a court of original
jurisdiction.

Question: is the federal court the same as the supreme court

Answer: The answer is '"No''. The federal court is not the same as the Supreme Court. The federal courts consist of
three levels of courts, while the Supreme Court is the highest level court of the federal judiciary. The Supreme Court
operates under discretionary review and generally only hears cases on appeal. It also has original jurisdiction in
certain specific situations, but it is not the same as the federal court. Therefore, the answer is "No".

Passage: Batman & Robin (film) — With the box office success of Batman Forever in June 1995, Warner Bros. immediately
commissioned a sequel. They hired director Joel Schumacher and writer Akiva Goldsman to reprise their duties the
following August, and decided it was best to fast track production for a June 1997 target release date, which is a break
from the usual 3-year gap between films. Schumacher wanted to homage both the broad camp style of the 1960s television
series and the work of Dick Sprang. The storyline of Batman & Robin was conceived by Schumacher and Goldsman during
pre-production on A Time to Kill. Portions of Mr. Freeze’s back-story were based on the Batman: The Animated Series
episode “Heart of Ice”, written by Paul Dini.

Question: is batman and robin a sequel to batman forever

Answer: The answer is ''Yes''. Based on the information provided in the passage, Batman & Robin is a sequel to
Batman Forever. Warner Bros. commissioned the sequel after the box office success of Batman Forever, and hired
director Joel Schumacher and writer Akiva Goldsman to continue their duties. The film was fast-tracked for a June
1997 release, with Schumacher and Goldsman conceiving the storyline during pre-production of another movie.
Therefore, Batman & Robin is a direct sequel to Batman Forever, released just two years later. Therefore, the answer
is "Yes".

Passage: {passage}
Question: {question}
Answer:

Table 20: Few-shot exemplars for full chain-of-thought prompt for the BoolQ task. The bold text indicates the
explanations generated with the prompt in Table 10.
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E Prompts Used to Test the Stability

We present the few-shot prompts p1, p2 and p3 in
Tables 21, 22 and 23, respectively. The few-shot
prompt p3 is obtained by swapping the order of
the “Question” and “Passage” in Table 17. While
few-shot prompts p1l and p2 have minor variations
in their task description compared to p3, we have
highlighted the differences in bold. The few-shot
prompts, pl, p2, and p3, consist of the same demon-
strated examples as the original prompt presented
in Table 17.

We show the few-shot CoT prompts p1, p2 and
p3 in Tables 24, 25 and 26, respectively. The few-
shot CoT prompt p3 is obtained by swapping the
order of the “Question” and “Passage” in Table 20.
While few-shot CoT prompts p1 and p2 have minor
variations in their task description compared to p3,
we have highlighted the differences in bold. The
few-shot CoT prompts, p1, p2, and p3, consist of
the same demonstrated examples as the original
prompt presented in Table 20.

Yes/No question-answering consists of a short passage
and a Yes/No question about the passage. The questions
are provided anonymously and unsolicited by users of
the Google search engine, and afterwards paired with
a paragraph from a Wikipedia article containing the
answer.

Your task is to read the passage and predict whether the
answer to the question is ""Yes' or '""No"'.

Question: is elder scrolls online the same as skyrim
Passage: The Elder Scrolls Online — As with other games
in The Elder Scrolls series, the game is set on the continent
of Tamriel. The events of the game occur a millennium
before those of The Elder Scrolls V: Skyrim and around
800 years before The Elder Scrolls III: Morrowind and The
Elder Scrolls IV: Oblivion. It has a broadly similar structure
to Skyrim, with two separate conflicts progressing at the
same time, one with the fate of the world in the balance, and
one where the prize is supreme power on Tamriel. In The
Elder Scrolls Online, the first struggle is against the Daedric
Prince Molag Bal, who is attempting to meld the plane of
Mundus with his realm of Coldharbour, and the second is
to capture the vacant imperial throne, contested by three
alliances of the mortal races. The player character has been
sacrificed to Molag Bal, and Molag Bal has stolen their
soul, the recovery of which is the primary game objective.
Answer: No

Your task is to read the passage and predict whether the
answer to the question is ''Yes' or "No''.

Question: is elder scrolls online the same as skyrim
Passage: The Elder Scrolls Online — As with other games
in The Elder Scrolls series, the game is set on the continent
of Tamriel. The events of the game occur a millennium
before those of The Elder Scrolls V: Skyrim and around
800 years before The Elder Scrolls III: Morrowind and The
Elder Scrolls IV: Oblivion. It has a broadly similar structure
to Skyrim, with two separate conflicts progressing at the
same time, one with the fate of the world in the balance, and
one where the prize is supreme power on Tamriel. In The
Elder Scrolls Online, the first struggle is against the Daedric
Prince Molag Bal, who is attempting to meld the plane of
Mundus with his realm of Coldharbour, and the second is
to capture the vacant imperial throne, contested by three
alliances of the mortal races. The player character has been
sacrificed to Molag Bal, and Molag Bal has stolen their
soul, the recovery of which is the primary game objective.
Answer: No

Table 22: Few-shot prompt p2 for the BoolQ task.

Table 21: Few-shot prompt p1 for the BoolQ task.

Yes/No question-answering consists of a short passage
and a Yes/No question about the passage. The questions
are provided anonymously and unsolicited by users of
the Google search engine, and afterwards paired with
a paragraph from a Wikipedia article containing the
answer. If there exists evidence in the passage that sup-
ports the facts in the question, the answer should be
"Yes''. If there exists evidence in the passage that denies
the facts in the question, the answer should be '"No''.
Your task is to read the passage and predict whether the
answer to the question is '"Yes' or '""No"'.

Question: is elder scrolls online the same as skyrim
Passage: The Elder Scrolls Online — As with other games
in The Elder Scrolls series, the game is set on the continent
of Tamriel. The events of the game occur a millennium
before those of The Elder Scrolls V: Skyrim and around
800 years before The Elder Scrolls III: Morrowind and The
Elder Scrolls IV: Oblivion. It has a broadly similar structure
to Skyrim, with two separate conflicts progressing at the
same time, one with the fate of the world in the balance, and
one where the prize is supreme power on Tamriel. In The
Elder Scrolls Online, the first struggle is against the Daedric
Prince Molag Bal, who is attempting to meld the plane of
Mundus with his realm of Coldharbour, and the second is
to capture the vacant imperial throne, contested by three
alliances of the mortal races. The player character has been
sacrificed to Molag Bal, and Molag Bal has stolen their
soul, the recovery of which is the primary game objective.
Answer: No

......
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Table 23: Few-shot prompt p3 for the BoolQ task.



Your task is to read the passage and predict whether the answer to the question is ''Yes'" or '"No''.

Question: is elder scrolls online the same as skyrim

Passage: The Elder Scrolls Online — As with other games in The Elder Scrolls series, the game is set on the continent of Tamriel. The events of the game occur a
millennium before those of The Elder Scrolls V: Skyrim and around 800 years before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It has
a broadly similar structure to Skyrim, with two separate conflicts progressing at the same time, one with the fate of the world in the balance, and one where the
prize is supreme power on Tamriel. In The Elder Scrolls Online, the first struggle is against the Daedric Prince Molag Bal, who is attempting to meld the plane of
Mundus with his realm of Coldharbour, and the second is to capture the vacant imperial throne, contested by three alliances of the mortal races. The player
character has been sacrificed to Molag Bal, and Molag Bal has stolen their soul, the recovery of which is the primary game objective.

Answer: The answer is "No". Although The Elder Scrolls Online is set on the continent of Tamriel, like Skyrim and other games in The Elder Scrolls series, it
takes place a millennium before Skyrim and around 800 years before Morrowind and Oblivion. While it has a similar structure to Skyrim, with two conflicts
progressing at the same time, the primary struggle in The Elder Scrolls Online is against the Daedric Prince Molag Bal, who has stolen the player character’s soul,
and the second is to capture the vacant imperial throne. Therefore, The Elder Scrolls Online is not the same game as Skyrim. Therefore, the answer is "No".

Table 24: Few-shot CoT prompt p1 for the BoolQ task.

Yes/No question-answering consists of a short p ge and a Yes/No question about the passage. The questions are provided anonymously and unsolicited
by users of the Google search engine, and afterwards paired with a paragraph from a Wikipedia article containing the answer.
Your task is to read the passage and predict whether the answer to the question is '"Yes" or '"No"'.

Question: is elder scrolls online the same as skyrim

Passage: The Elder Scrolls Online — As with other games in The Elder Scrolls series, the game is set on the continent of Tamriel. The events of the game occur a
millennium before those of The Elder Scrolls V: Skyrim and around 800 years before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It has
a broadly similar structure to Skyrim, with two separate conflicts progressing at the same time, one with the fate of the world in the balance, and one where the
prize is supreme power on Tamriel. In The Elder Scrolls Online, the first struggle is against the Daedric Prince Molag Bal, who is attempting to meld the plane of
Mundus with his realm of Coldharbour, and the second is to capture the vacant imperial throne, contested by three alliances of the mortal races. The player
character has been sacrificed to Molag Bal, and Molag Bal has stolen their soul, the recovery of which is the primary game objective.

Answer: The answer is "No". Although The Elder Scrolls Online is set on the continent of Tamriel, like Skyrim and other games in The Elder Scrolls series, it
takes place a millennium before Skyrim and around 800 years before Morrowind and Oblivion. While it has a similar structure to Skyrim, with two conflicts
progressing at the same time, the primary struggle in The Elder Scrolls Online is against the Daedric Prince Molag Bal, who has stolen the player character’s soul,
and the second is to capture the vacant imperial throne. Therefore, The Elder Scrolls Online is not the same game as Skyrim. Therefore, the answer is "No".

Table 25: Few-shot CoT prompt p2 for the BoolQ task.

Yes/No question-answering consists of a short passage and a Yes/No question about the passage. The questions are provided anonymously and
unsolicited by users of the Google search engine, and afterwards paired with a paragraph from a Wikipedia article containing the answer. If there
exists evidence in the passage that supports the facts in the question, the answer should be ''Yes"'. If there exists evidence in the passage that denies
the facts in the question, the answer should be ""No"'.

Your task is to read the passage and predict whether the answer to the question is ''Yes' or '"No"'.

Question: is elder scrolls online the same as skyrim

Passage: The Elder Scrolls Online — As with other games in The Elder Scrolls series, the game is set on the continent of Tamriel. The events of the game occur
a millennium before those of The Elder Scrolls V: Skyrim and around 800 years before The Elder Scrolls III: Morrowind and The Elder Scrolls IV: Oblivion. It
has a broadly similar structure to Skyrim, with two separate conflicts progressing at the same time, one with the fate of the world in the balance, and one where
the prize is supreme power on Tamriel. In The Elder Scrolls Online, the first struggle is against the Daedric Prince Molag Bal, who is attempting to meld the
plane of Mundus with his realm of Coldharbour, and the second is to capture the vacant imperial throne, contested by three alliances of the mortal races. The
player character has been sacrificed to Molag Bal, and Molag Bal has stolen their soul, the recovery of which is the primary game objective.

Answer: The answer is "No". Although The Elder Scrolls Online is set on the continent of Tamriel, like Skyrim and other games in The Elder Scrolls series, it
takes place a millennium before Skyrim and around 800 years before Morrowind and Oblivion. While it has a similar structure to Skyrim, with two conflicts
progressing at the same time, the primary struggle in The Elder Scrolls Online is against the Daedric Prince Molag Bal, who has stolen the player character’s
soul, and the second is to capture the vacant imperial throne. Therefore, The Elder Scrolls Online is not the same game as Skyrim. Therefore, the answer is
"No".

Table 26: Few-shot CoT prompt p3 for the BoolQ task.
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F Prompts for Constructing the
Conversation-based Information
Retrieval Dataset

Now you need to enrich the following text paragraphs with
content that is relevant and factually consistent with the con-
tent of the text paragraphs.

Passage: To determine the salary range percentile, you must
first calculate the difference between the maximum and min-
imum salary figures. For example, if the salary range for a
particular position is between $45,000 and $75,000, the differ-
ence between those two figures would be $30,000.

Once you have calculated the salary range difference, you can
then use this information to determine the salary range per-
centile. This is a way to compare salaries of individuals in the
same profession or industry, and can be helpful in negotiating
salaries and assessing the competitiveness of compensation
packages.

The salary range percentile can be calculated by taking an
individual’s salary and comparing it to the range of salaries
for the same position. For instance, if an individual’s salary
is $60,000 and the salary range for their position is $45,000
to $75,000, their salary falls within the 50th percentile of the
salary range.

It’s important to note that salary ranges can vary depending on
a number of factors, including location, industry, experience,
and education. Employers typically set salary ranges based on
market research and benchmarking against similar positions
in the same industry and geographic region.

Additionally, some companies may have a more structured
salary range system, while others may be more flexible and
open to negotiation. It’s important to research and understand
the salary range for your position and industry to ensure that
you are being compensated fairly and competitively.

Table 27: Zero-shot prompt used to enrich text para-
graphs (blue = input; red = output).

I need you to simulate the scene of a conversation between a
person and ChatGPT. P1 represents the person, who is respon-
sible for asking questions based on the given text passage, and
P2 represents the ChatGPT, who is responsible for answering
the questions posed by P1. You need to answer query accord-
ing to the following passage and form the first round of the
dialogue:

Query: how to determine salary range

Passage: Once you have calculated the salary range differ-
ence, you can then use this information to determine the salary
range percentile. This is a way to compare salaries of indi-
viduals in the same profession or industry, and can be helpful
in negotiating salaries and assessing the competitiveness of
compensation packages.

The salary range percentile can be calculated by taking an
individual’s salary and comparing it to the range of salaries
for the same position. For instance, if an individual’s salary
is $60,000 and the salary range for their position is $45,000
to $75,000, their salary falls within the 50th percentile of the
salary range.

It’s important to note that salary ranges can vary depending on
a number of factors, including location, industry, experience,
and education. Employers typically set salary ranges based on
market research and benchmarking against similar positions
in the same industry and geographic region.

Additionally, some companies may have a more structured
salary range system, while others may be more flexible and
open to negotiation. It’s important to research and understand
the salary range for your position and industry to ensure that
you are being compensated fairly and competitively.

Next, you need to continue several rounds of dialogue ac-
cording to the first round of dialogue. Complete the above
requirements step by step.

P1: How do you determine the salary range percentile?

P2: You must first compute the difference between the highest
and minimum wage figures in order to establish the salary
range percentile.

P1: Can you give me an example of this calculation?

P2: Sure. For example, if the salary range for a particular posi-
tion is between $45,000 and $75,000, the difference between
those two figures would be $30,000.

P1: Is there anything else I need to do to determine the salary
range?

P2: Once you have calculated the difference between the
maximum and minimum salary figures, you can use that infor-
mation to generate the salary range percentile.

P1: How do I generate the salary range percentile?

P2: The salary range percentile is generated by comparing the
salary range for a particular position to the salaries for similar
positions in the same industry and geographic location.

P1: Is the wage range percentile generated using a specific
formula?

P2: There is no specific formula for generating the salary
range percentile, as it can vary depending on the company
and industry. However, it typically involves researching salary
data for similar positions and adjusting the salary range based
on factors such as experience level, education, and geographic
location.

Table 28: Zero-shot prompt for conversation generation
(blue = input; red = output).
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Given a conversation and passage, first, consider the relevance of the conversation and paragraph, explore the relevant content between the conversation and
passage, and then classify the relevance between the conversation and passage into one of the following categories: "Relevant” or "Not Relevant Enough". The
definitions of the categories are:

"Not Relevant Enough": The conversation is not relevant enough to the passage, as a small portion of the content may have appeared in the passage, but
most of the content in the conversation has not appeared in the passage or is not related to the passage. The content involved in the conversation may not be
consistent with the facts described in the passage. For the specific details in the passage, the conversation did not involve relevant details.

"Relevant": Passage and conversation are related. The topic of the conversation is consistent with the paragraph, and the facts mentioned in the conversation
are consistent with the facts in the passage. The content of the conversation is mostly related to the paragraph, and can be appropriately expanded.

Here are some examples:

<Passage>

To determine the salary range percentile, you must first calculate the difference between the maximum and minimum salary figures. For example, if the salary
range for a particular position is between $45,000 and $75,000, the difference between those two figures would be $30,000.

<Conversation>

P1: How do you determine the salary range percentile?

P2: You must first compute the difference between the highest and minimum wage figures in order to establish the salary range percentile.

P1: Can you give me an example of this calculation?

P2: Sure. For example, if the salary range for a particular position is between 45, 000and75,000, the difference between those two figures would be $30,000.
P1: Is there anything else I need to do to determine the salary range?

P2: Once you have calculated the difference between the maximum and minimum salary figures, you can use that information to generate the salary range
percentile.

P1: How do I generate the salary range percentile?

P2: The salary range percentile is generated by comparing the salary range for a particular position to the salaries for similar positions in the same industry and
geographic location.

P1: Is the wage range percentile generated using a specific formula?

P2: There is no specific formula for generating the salary range percentile, as it can vary depending on the company and industry. However, it typically involves
researching salary data for similar positions and adjusting the salary range based on factors such as experience level, education, and geographic location.
<Answer>

The conversation is discussing how to determine the salary range percentile, which is the topic of the passage. The conversation provides an example that is
consistent with the information presented in the passage, and also expands on how to generate the salary range percentile by comparing it to salaries for similar
positions. The information in the conversation is relevant and consistent with the information presented in the passage. Therefore, the relecance is "Relevant".
<end>

<Passage>

An antigen is any molecule against which a specific immune response can be generated. This means that lymphocytes are activated: 1 B-cells are activated to
produce antibodies and. 2 T-cells are activated to provide helper function and cytotoxic function.

<Conversation>

P1: What is the function of lymphocytes?

P2: Lymphocytes are a type of white blood cell that are responsible for producing antibodies.

P1: What do antibodies do?

P2: Antibodies attach to the antigens on the surface of bacteria or viruses, which helps the immune system identify and destroy the pathogen.

P1: Can you explain what antigens are?

P2: Antigens are molecules that are found on the surface of bacteria or viruses. They are recognized by the immune system as foreign invaders, and the
attachment of antibodies to these antigens helps to destroy the pathogen.

P1: Are different antibodies needed for different types of antigens?

P2: Yes, different organisms have different antigens, so a different antibody is needed to recognize each different type of antigen.

P1: What happens when an antibody attaches to a virus?

P2: When an antibody attaches to a virus, it can either destroy the pathogen or make it easier for a phagocyte to ingest and destroy it. This is an important part
of the immune response to viral infections.

<Answer>

Although the conversation is related to the immune system and antibodies, it does not provide any additional information about the functions of B-cells or
T-cells as described in the passage. The conversation also does not mention anything about the specific immune response generated by antigens, which is the
main topic of the passage. While the conversation provides general information about the immune system and antibodies, it does not expand on the content of
the passage or provide any additional relevant details. Therefore, the relecance is "Not Relevant Enough".

<end>

Please predict whether the conversation is relevant to the passage or not. The answer should be exact "Not Relevant Enough" or "Relevant".

<Passage>
{passage}
<Conversation>
{conversation}

Table 29: Few-shot chain-of-thought prompt used to filter out irrelevant conversations.
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G Details on Human Evaluation

For the purpose of human evaluation, we begin by
presenting annotators with a multi-turn conversa-
tion accompanied by a paired passage. Their task
involves carefully reading both the conversation
and passage, ensuring a comprehensive grasp of
the main topics and any significant details. Sub-
sequently, they are required to assess the fluency
of the conversation, as well as its relevance and
consistency with the provided passage.

G.1 Fluency

To evaluate the fluency of the generated conversa-

tion, annotators should answer the first question:

How fluent do you think the conversation is?
Following previous study (He and Yiu, 2022),

annotators need to score the fluency of the

conversation on a 5-point Likert scale from 1 to 5,

based on the following rules:

1: The conversation cannot be understood and all

segments are not fluent.

2: The conversation cannot be understood, but

some segments are fluent.

3: The conversation can be understood to some

extent, but with many grammatical errors.

4: The conversation can be understood with several

grammatical errors.

5: The conversation is extremely fluent without

any grammatical errors.

G.2 Relevance

To assess the relevance between the generated con-
versation and the paired passage, graders need to
consider the second question:

Q2: How relevant do you think the conversation is
to the given passage?

Specifically, graders need to score the relevance
between the conversation and the given passage on
a 3-point Likert scale from 1 to 3:

1 (Irrelevant): Any topic discussed in the conversa-
tion is completely unrelated to the given passage.
2 (Not Relevant Enough): Few topics discussed in
the conversation are related to the given passage.
3 (Relevant): Most topics discussed in the
conversation are related to the given passage.

G.3 Consistency

As for consistency, graders should answer the fol-
lowing question:

Score Fluency Relevance  Consistency
1 0 5 16
2 0 132 144
3 0 163 140
4 3 - -
5 297 - -
Average 4.99 2.53 2.41

Table 30: Human evaluation results on ConlR. The
first five rows display the frequency distribution of each
annotation score. The last row represents the average
score of the annotations.

Q3: How consistent do you think the conversation
is to the given passage?

To be concrete, graders need to score the
consistency between the conversation and the
given passage on a 3-point Likert scale from 1 to 3:
1: Any fact mentioned in the conversation does not
appear in the given passage.

2: Few facts mentioned in the conversation are
supported by the facts in the given passage.

3: Most facts mentioned in the conversation are
consistent with the facts in the passage.

‘We show the human evaluation results in Table
30.
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