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Abstract

The swift advancement in large language mod-
els (LLMs) has heightened the importance of
model evaluations. LLMs have acquired a sub-
stantial amount of knowledge, and evaluating
the knowledge of these LLMs is crucial. To ad-
dress this, we introduce the ZhuJiu-Knowledge
benchmark which carefully considers the fol-
lowing factors: (1) For knowledge scope, we
concentrate on three domains: commonsense
knowledge, world knowledge, language knowl-
edge, which comes from ATOMIC, Concept-
net, Wikidata, and Wordnet. (2) For data con-
struction, to prevent data contamination, we
utilize knowledge derived from corpora and
knowledge graphs to formulate novel questions
that are ensured not to appear in the training
corpus. A multitude of prompts is purpose-
fully devised to mitigate the impact of prompt
design on evaluation and to further analyze
the LLMs’ sensitivity to various prompts. (3)
For evaluation criteria, we propose a novel
voting methodology for assessing generative
text, aligning the model’s evaluation with hu-
man preferences to reduce biases inherent in
individual model assessments. We evaluate
14 current mainstream LLMs and conduct a
comprehensive discussion and analysis of their
results. The ZhuJiu-Knowledge benchmark
and open-participation leaderboard are publicly
released at http://zhujiu-knowledge.top/
and we also provide a demo video at https:
//youtu.be/QJp4qlEHVH8.

1 Introduction

The unprecedented performance of LLMs, such
as GPT4 (Achiam et al., 2023) and Llama2 (Tou-
vron et al., 2023), has garnered significant attention
and made their evaluation a focal point as the field
progresses(Guo et al., 2023; Chang et al., 2023).

1*Co-first authors, they contributed equally to this work.

2†Corresponding author

LLMs have acquired a substantial amount of knowl-
edge, and evaluating the knowledge of these LLMs
is crucial. Existing efforts have focused on evalu-
ating the knowledge stored within the model (e.g.,
Petroni et al., 2019; Yu et al., 2023). However,
these works still face several challenges.

Constructing a reasonable benchmark for evalu-
ating knowledge involves careful consideration of
several key factors: (1) Knowledge Scope. Most
evaluations are limited to world knowledge related
to entities and relations, lacking assessments of
commonsense knowledge and language knowledge
(Liang et al., 2022; Zhang et al., 2023). This limi-
tation arises because these two types of knowledge
are often expressed in the form of events or sen-
tences. Currently, making unbiased evaluations of
the generated sentences is still a difficult problem
for LLMs. (2) Data Constructinon. Most evalu-
ation platforms have limitations on assessing data.
Firstly, the evaluated data usually are leaked and
embedded in the target LLMs in the process of
pre-training or SFT, after such data are released
publicly. As a result, making an evaluation on
such data would be biased (Brown et al., 2020;
Zhou et al., 2023a). Secondly, existing knowl-
edge probing strategies usually relied on the given
prompts heavily. Existing methods only used just
one prompt for each piece of knowledge. If the
target LLM does not understand the given prompt
well, it will not obtain better results (Webson and
Pavlick, 2021; Abdou et al., 2022). (3) Evaluation
Criteria. Evaluating knowledge using multiple-
choice questions and true or false questions may
introduce certain biases obviously. Assessing gen-
erated text with QA questions requires a reasonable
evaluation metric for the generated content. Tra-
ditional evaluation criteria such as GLUE (Wang
et al., 2018), ROUGE (Lin, 2004), and RECALL
have inherent limitations, often leading to a gap
between evaluation results and users’ subjective
experiences. While manual evaluation is highly
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Figure 1: The evaluation process of LLM using ZhuJiu-Knowledge.

reliable, it is time-consuming and labor-intensive
(Karpinska et al., 2021). Therefore, designing a
rational evaluation metric is also a critically impor-
tant issue.

This paper constructs ZhuJiu-Knowledge, a
fairer platform for evaluating multiple Knowledge
types in LLMs, which is designed to assess LLMs’
capabilities in commonsense knowledge, world
knowledge, and language knowledge. During the
construction process, we fully consider the afore-
mentioned three factors.

For Knowledge Scope, we choose to evaluate
commonsense knowledge, world knowledge, and
language knowledge for the following reasons: (i)
Commonsense knowledge is often implicitly em-
bedded in the texts, which presents a challenge
for LLMs to acquire substantially from textual cor-
pora. A proficient understanding of commonsense
is fundamental for LLMs to generate reasonable re-
sponses (Davis, 2023). (ii) World knowledge plays
a critical role in LLMs’ performance. Based on
memory and manipulation for world knowledge,
LLMs can provide more accurate and relevant re-
sponses to user questions (Hendrycks et al., 2020;
Zhong et al., 2023). (iii) A deep understanding of
grammar, semantics, and pragmatics enables LLMs
to grasp language nuances and process text effec-
tively (Chuang et al., 2020; Dentella et al., 2023).

For data construction, we simultaneously ad-
dress data contamination(Zhou et al., 2023b; Sainz
et al., 2023) and prompt sensitivity issues. (i) To
address data contamination, some studies adopt
machine-unreadable (Huang et al., 2023) data or

constantly evolving data. Considering the pressing
demand for high-quality data in the training pro-
cess of LLMs, it can be foreseen that these data
will also be trained by LLMs in the near future.
To overcome this limitation, the paper proposes
to leverage knowledge from existing knowledge
graphs and corpora to construct evaluation ques-
tions. The advantage of this method is to allow for
the automatic generation of questions tailored to the
targeted knowledge domains. (ii) To better assess
LLMs’ prompt sensitivity, we propose designing
multiple prompts for each piece of knowledge. For
each knowledge, we design multiple prompts to
investigate whether an LLM can consistently gen-
erate correct answers when given varying prompts

For evaluation criteria, conventional methods
typically relied on traditional evaluation metrics
or more advanced models. However, these meth-
ods often fail to fully capture LLMs’ comprehen-
sive abilities and users’ subjective experiences (Li
et al., 2023; Chiang and Lee, 2023), while purely
manual evaluations are labor-intensive. To bridge
the gap between objective metrics and subjective
preferences, we propose an innovative approach
integrating human-computer collaboration, which
employs a vote-like evaluation strategy. Multiple
LLMs are employed to evaluate the given answers,
where some pivot LLMs are selected as the evalua-
tion models because they have higher correlations
with human evaluations. The final result is obtained
through voting.

We also release an online evaluation platform
that supports multiple functions including visual-
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izations of evaluation results and submission of
evaluation models, etc. Moreover, we evaluate 14
publicly available LLMs. Based on the experimen-
tal results, we obtain some intriguing observations
and summarize them in Section 4.

In summary, the contributions of this paper are
as follows:

• We construct ZhuJiu-Knowledge, a fairer plat-
form for evaluating commonsense knowledge,
language knowledge, and world knowledge in
LLMs.

• We present a novel benchmark construction
technique to evaluate LLMs in commonsense
knowledge, world knowledge, and language
knowledge. This benchmark is designed to
reduce data contamination and prompt sensi-
tivity, accompanied by a human-aligned eval-
uation strategy to yield more reliable results.

• Using the ZhuJiu-Knowledge benchmark, we
evaluate 14 current LLMs across three types
of knowledge, providing insights for the im-
provement and enhancement of LLM.

2 ZhuJiu-Knowledge Benchmark

As stated above, the ZhuJiu-Knowledge benchmark
conducts precise evaluations of models across three
knowledge types. This section provides a detailed
introduction to the ZhuJiu-Knowledge benchmark
covering the knowledge selection, task design, data
construction, and evaluation method. We also de-
tailed the process of problem construction in Ap-
pendix A. The Evaluation framework is shown in
Figure 1.

2.1 Knowledge Scope

The remarkable proficiency exhibited by the LLM
has propelled evaluations towards more challeng-
ing and diverse tasks. The excessive pursuit of
broadening task coverage has resulted in the ne-
glect of knowledge itself within the evaluation pro-
cess (Suzgun et al., 2022). To address these chal-
lenges, we advocate for classifying knowledge, de-
signing tasks tailored to different knowledge types,
and evaluating the model’s ability in this knowl-
edge with finer granularity. We have chosen the
following three kinds of knowledge as our focus of
assessment.

2.1.1 Commonsense Knowledge
We start with two commonsense knowledge graphs,
Atomic (Hwang et al., 2021) and ConceptNet
(Speer et al., 2017). (i) Atomic captures diverse
relations on every day and inferences about others’
mental states in symbolic form, it is represented
by triples, e.g., (PersonX adopts a dog, xNeed, to
go to the pet store.) (ii) ConceptNet encompasses
the general attributes of common entities, also rep-
resented as triplets, e.g., (single rose, HasProp-
erty, beautiful). By contextualizing knowledge
from these knowledge graphs, we transform ab-
stract knowledge into specific questions, thereby
assessing the model’s ability to comprehend and
apply this abstract knowledge in a contextualized
manner.

2.1.2 World Knowledge
This paper employs Wikidata1 as the knowledge
source for generating evaluation queries. This
knowledge base is renowned for its high quality
and comprises billions of data triples. Additionally,
we have introduced two refined evaluation metrics
to gauge the model’s knowledge proficiency. (i) To
evaluate the model’s understanding of knowledge
at different frequencies, we have classified knowl-
edge into three categories: (1) High-frequency
Knowledge, characterized by interlinking occur-
rences exceeding 1000; (2) Common-frequency
Knowledge, with interlinking occurrences between
100 and 1000; and (3) Low-frequency Knowledge,
where interlinking occurrences are fewer than 100.
(ii) To access LLMs’ sensitivity to timeliness, tem-
porally relevant knowledge triples are selected.

2.1.3 Language Knowledge
Our evaluation of language knowledge is divided
into three aspects: semantics evaluation, syntax
evaluation, and pragmatics evaluation, with Word-
Net (Miller, 1995) serving as the knowledge corpus
for language knowledge. WordNet, a comprehen-
sive English lexical database, organizes vocabulary
based on sense and establishes a semantic network
through word relationships (Miller et al., 1990).
Given the extensive scope of syntax, semantics,
and pragmatics, we have designed four knowledge
corpus-based tasks (tasks 1-4) and four combined
natural language understanding (NLU) and natu-
ral language generation (NLG) tasks (tasks 5-8)
for the knowledge capability evaluation of large

1https://www.wikidata.org
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language models (LLMs). (i) For semantics eval-
uation, we establish (1) Semantic Selection Task
to choose or provide sentences that contain a spe-
cific meaning of a polysemous word. (2) Similar
Words Task to provide near-synonyms for a par-
ticular sense of a word. (3) Idiom Explanation
Task to explain the meanings of idioms. (ii) For
syntax evaluation, we establish (4) Part-of-speech
Analysis Task to analyze the parts of speech and
meanings of words within sentences. (5) Grammat-
ical Correction Task to correct grammatical errors
in sentences. (iii) For pragmatics evaluation, we
establish (6) Specialized Formats Task, which en-
tail completing writing tasks in specific formats.
(7) Sentiment Analysis Task to analyze the emo-
tions of characters in sentences. (8) Writing Style
Task to complete text generation following specific
stylistic writing guidelines.

2.2 Data Construction

Ensuring fairness and objectivity is paramount in
constructing reliable evaluation methods for LLMs.
Our approach to data construction addresses two
critical issues: data leakage and prompt sensitivity.

2.2.1 Knowledge-based Question Generation
Previous research has highlighted the severity of
data contamination, where models answer ques-
tions through memorization rather than genuine
knowledge mastery (Marie, 2023; Li, 2023; Sainz
et al., 2023). Many existing benchmarks, e.g.,
CLEVA (Li et al., 2023), keep the evaluation data
confidential from users during the assessment pro-
cess. However, with the abundance of training
data for LLMs, such practices cannot guarantee
that the data has not been exposed during training.
Kola (Yu et al., 2023) addresses this issue by em-
ploying continuously evolving data. However, it is
foreseeable that such data will soon be utilized in
training large models, potentially diminishing this
approach’s effectiveness.

We propose a knowledge-based question con-
struction method using knowledge from the afore-
mentioned knowledge bases, wherein the knowl-
edge is typically formulated as triplets, denoted as
<head, relation, tail>. We design question templates
for relation, into which we insert heads from the
triplets, thereby creating questions with answers.
Additionally, recognizing the unsuitability of this
approach for evaluating certain specialized tasks,
such as some pragmatic tasks in language knowl-
edge, we use GPT-4 to customize evaluation ques-

tions specifically for these types of tasks.

2.2.2 Prompt-based Question Expansion
An ideal large language model should be able to
comprehend various prompts for the same knowl-
edge. Nevertheless, current research indicates that
the sensitivity of LLMs to prompts significantly
influences their performance (Wei et al., 2022). It
is reasonable to assert that evaluating LLMs using
a single prompt may introduce bias in the evalua-
tion results due to the sensitivity of different LLMs
to the prompt. However, most current evaluation
methods have not taken this issue into considera-
tion.

To address the aforementioned issues, we pro-
pose a prompt-based question expansion method.
This method involves the augmentation of a set of
question prompts through the utilization of four
advanced models, namely Llama-2-70B, Claude-
instant, GPT3.5-turbo2, and GPT-4. For each
prompt set, we manually selected 20 prompts that
are both universal and diverse. By utilizing the gen-
erated prompts, we construct a variety of questions
targeting the same knowledge. A detailed descrip-
tion of the question construction process is shown
in Appendix A. Furthermore, we explore which
models exhibit heightened robustness in respond-
ing to prompts based on their performance on these
questions.

To assess the sensitivity of different models to
various prompts, we computed the entropy for
each LLM’s responses to different prompts for
the same knowledge. Specifically, upon complet-
ing multiple-choice questions, we obtained Ω =
{. . . , ωj , . . . , ωk} clusters for the n responses and
the number of each cluster ωk is c(ωk). We calcu-
late the entropy of the answer distribution as:

entropy(R(q)) =
∑

j

c(ωj)

n
log

(
c(ωj)

n

)
(1)

The entropy measures the degree of divergence be-
tween the responses for different prompts of the
same knowledge. A higher entropy value indi-
cates greater randomness in the answering process,
which is associated with the model’s uncertainty
regarding that particular knowledge.

2.3 Evaluation Criteria
To alleviate biases from individual model evalu-
ations and align assessment results more closely

2https://platform.openai.com/overview

197

https://platform.openai.com/overview


with human perception, our evaluation system in-
tegrates two key components: multi-model voting
evaluation and manual alignment.

2.3.1 Multi-model Voting Evaluation

Owing to the variations in knowledge scope among
different models, evaluating results outside a
model’s knowledge range can introduce biases
(Zhao et al., 2023).

We advocate the adoption of collaborative eval-
uation involving multiple LLMs to mitigate such
potential biases. Specifically, the responses from
different models to the same question form a
set of answers A = {ai}|A|

i=1 for a question and
an evaluation model ensemble M = {mj}|M |

j=1,
we can obtain a set of evaluation results R =
{(mi

1), (m
i
2), . . . , (m

i
j)}

|A|
i=1 for each answer. Then

the final evaluation result of each answer is F =
argmax(R).

Considering the ultimate goal of LLMs is to cater
to human needs, ensuring the generation of evalua-
tion that aligns with human preferences becomes
a paramount expectation. We incorporate a man-
ual alignment step into the model evaluation pro-
cess to achieve this. Specifically, for each type of
knowledge, we selected some questions for manual
evaluation. Subsequently, we adopt Pearson corre-
lation coefficients between the manual evaluation
results set and model evaluation results set R to
measure the evaluation performance of different
models. Considering that different LLMs excel in
different types of knowledge, we selected the top
five models of each knowledge type that are most
closely aligned with manual evaluation results. The
outcome will be determined by a voting process
involving these five models. This approach aims to
enhance the model’s ability to produce evaluations
that resonate more closely with human preferences
and expectations.

2.4 Scoring Method

Each knowledge has different target views to
evaluate LLMs’ performance. For example, we
have common-frequency, high-frequency, low-
frequency, and timeliness to evaluate world knowl-
edge. Since the metrics of different tasks are incom-
parable and differently sensitive, different results
cannot be directly merged. Therefore, we propose
to introduce Min-Max normalization to get a uni-
fied ranking of LLMs. Specifically, given a model
set M = {mj}|M |

j=1 and the task set D = {dj}|D|
j=1,

we get accuracy matrix aij . We first compute the
Min-Max normalization of aij as zij .

zij = 100
aij −min(aj)

max(aj)−max(aj)
(2)

Then the standardized score S can be calculated
as:

Si = avg(zi) (3)

We use SQA to represent the QA question score,
and SCQ to represent the Choices Question score.

3 Platform

We have developed an online platform that offers
a diverse array of services to the community, as
outlined below:

Evaluation process and questions We provide
a detailed introduction for our evaluation process
in Figure 5 and present a subset of evaluation ques-
tions in Figure 7.

Visualizations of evaluation results We show
the overall scores (detailed in Figure 6) and metric
scores of LLMs across three knowledge assess-
ments (detailed in Figure 2.4), comprehensively
analyzing the LLMs’ strengths and weaknesses of
each type of knowledge.

Submission of Evaluation Model We also in-
vite all participants to engage actively in our evalu-
ations and contribute to the leaderboard.

4 Experiment

4.1 Evaluated Models

In order to promote the development of LLMs,
our primary focus for evaluation lies in open-
source models with a parameter scale of ap-
proximately 10 billion, including ChatGLM3-
6b, Baichuan2-13B-Chat (Yang et al., 2023),
Baichuan-13B-Chat, Baichuan2-7B-Chat, Qwen-
7B-Chat (Bai et al., 2023), Qwen-14B-Chat, Yi-6B-
Chat (AI et al., 2024), WizardLM-13B-V1.2 (Xu
et al., 2023), Vicuna-7b-v1.5 (Zheng et al., 2024),
Vicuna-13B-v1.5 (Zheng et al., 2024), LLaMa2-7b-
Chat, LLaMa2-13b-Chat, Mistral-7B-Instruct-v0.2
(Jiang et al., 2023), Mistral-7B-Instruct-v0.1.

4.2 Overall Performance

We report the overall performance in Table 1. SCQ

and SQA represent the Choices question score and
the QA question score respectively, which are de-
fined in Section 2.4. H represents prompt sensitiv-
ity, which is defined in Equation 1. A more detailed
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LLMs
Metrics Knowledge

Commonsense Knowledge World Knowledge Language Knowledge

SCQ SQA H SCQ SQA H SCQ SQA H

Yi-6B-Chat 85.54 19.62 0.49 87.53 50.62 0.34 70.65 92.45 0.21
ChatGLM3-6b 38.88 77.4 0.55 46.63 19.21 0.55 58.56 71.07 0.22

WizardLM-13B-V1.2 24.11 90.59 0.45 27.06 67.13 0.70 71.64 94.5 0.30
Baichuan-13B-Chat 16.38 88.84 0.47 12.96 64.7 0.85 59.78 80.61 0.27
Baichuan2-13B-Chat 43.28 57.32 0.53 54.79 47.84 0.58 72.02 69.11 0.25
Baichuan2-7B-Chat 41.95 93.21 0.53 68.95 50.53 0.87 71.21 15.17 0.27

Vicuna-13b-v1.5 72.08 24.72 0.44 87.66 78.06 0.42 73.02 93.98 0.25
Vicuna-7b-v1.5 64.78 47.41 0.46 52.01 59.25 0.61 51.8 89.67 0.27

LLaMa2-13b-chat 22.3 67.76 0.43 79.6 37.75 0.43 64.2 89.02 0.24
LLaMa2-7b-chat 25.85 65.77 0.47 6.32 0 0.87 52.28 54.16 0.30

Mistral-7B-Instruct-v0.1 68.63 21.01 0.42 27.4 36.71 0.67 62.82 61.67 0.24
Mistral-7B-Instruct-v0.2 78.85 68.99 0.47 96.64 74.38 0.31 86.81 89.57 0.22

Qwen-14B-Chat 96.78 42.06 0.48 91.44 51.54 0.37 93.62 91.61 0.18
Qwen-7B-Chat 54.1 15.49 0.48 68.68 46.67 0.46 80.36 89.05 0.22

Table 1: The overall performance based on three knowledge abilities of the LLMs participating in the ZhuJiu-
Knowledge evaluation. SCQ: multiple choice question score, SQA: QA question score, H: entropy.

assessment result can be found on our platform.
The results reveal several noteworthy findings:

(1) Evaluating with QA questions is fairer: We
compare the results of model responses to multiple-
choice questions and QA questions across three
knowledge abilities, revealing a significant differ-
ence. This suggests that LLMs may make correct
choices through random selection or co-occurrence
frequency calculation, which does not indicate that
the LLM has mastered the knowledge. Employing
multiple-choice questions as the evaluation method
for models can lead to bias.

(2) LLMs exhibit a preference for their own
generated text: We compare the evaluation results
that the model assigned to itself with the evalua-
tions from other LLMs. The specific calculation
method and results can be found in Appendix B.
The experimental results indicate that the model’s
self-assigned evaluations are significantly better
than the evaluations it receives from other models.
This suggests that models exhibit a clear prefer-
ence for the text they generate, emphasizing the
importance of using a voting mechanism for a fair
evaluation.

(3) LLMs is more prompt sensitive to hard
question: Entropy score represents prompt sensi-
tivity, with higher entropy indicating greater model
sensitivity. Table 1 shows that LLMs are most sen-
sitive to world knowledge, followed by common-
sense knowledge and then language knowledge.
This sensitivity ranking aligns with the difficulty
of the tasks, as depicted in Figures 2, 3, and 4.
LLMs perform the poorest in the world knowledge

task, followed by commonsense knowledge and
language knowledge. This suggests that prompt
sensitivity is higher in challenging tasks, empha-
sizing the need for carefully designed prompts to
improve performance.

5 Conclusion and Future Work

In this work, we presented ZhuJiu-Knowledge, a
fairer benchmark for evaluating multiple knowl-
edge types of LLMs. Zhujiu-Knowledge extends
the current knowledge evaluation scope to common-
sense knowledge, language knowledge, and world
knowledge. We introduce a novel data construction
methodology that mitigates the risks of data con-
tamination and prompt sensitivity and proposes a
novel voting methodology to evaluate generative
text. Our comprehensive evaluation of 14 main-
stream LLMs provides significant insights into their
performance, revealing the strengths and weak-
nesses of each model of various knowledge abili-
ties. Finally, we provide a comprehensive knowl-
edge evaluation platform for LLMs in the ZhuJiu-
Knowledge.

In the future, our objectives include: (1) broaden-
ing the scope of the ZhuJiu-Knowledge benchmark
to cover a wider array of knowledge assessment
dimensions; and (2) enhancing our evaluation plat-
form by integrating more features and improving
the user interface, which will facilitate more effi-
cient and user-friendly assessments.
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A Data construction

A.1 Prompt construction

We use GPT-4, GPT3.5, LLaMa70B, and Claude
instance to build prompts. The specific instructions
are as follows:

Now I would like you to provide me with some templates,
and I will give you some examples to illustrate my requirements:
OWant represents, as a result, Y or others want

For relationships<Event, oWant, Result>,
construct the following question:
What do PersonalY or others want to do next?

<Event, oWant, Result>can be:
PersonX admissions PersonY’s work, oWant, to be acknowledged
PersonX admissions PersonY was wrong, oWant, to apologize
PersonX options a child, oWant, to decorate room
Please provide me with more questions

Table 2: An example of building multiple prompts

A.2 ConceptNet Question Construction

Table 3 displays a prompt for formulating an LLM
query derived from a ConceptNet triple.
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Triplet <hammer , AtLocation , tool box>

Prompt Where is typically located?

Question Where is hammer typically located?

Answer Tool box

Table 3: ConceptNet data construction process

LLMs

Metrics Knowledge
Conceptnet

ACQ AQA H

Yi-6B-Chat 43.47 71.29 0.40
TChatGLM3-6b 38.17 73.59 0.63

WizardLM-13B-V1.2 39.62 74.18 0.48
Baichuan-13B-Chat 35.43 74.23 0.54

Baichuan2-13B-Chat 38.21 73.7 0.65
Baichuan2-7B-Chat 39.26 74.85 0.61

Vicuna-13b-v1.5 43.18 73.05 0.50
Vicuna-7b-v1.5 42.13 72.59 0.53

LLaMa2-13b-chat 37.94 73.75 0.49
LLaMa2-7b-chat 39.8 74.69 0.55

Mistral-7B-Instruct-v0.1 42.58 72.41 0.47
Mistral-7B-Instruct-v0.2 44.12 73.28 0.57

Qwen-14B-Chat 43.56 72.33 0.57
Qwen-7B-Chat 38.62 72.05 0.56

Table 4: The specific performance of the LLMs in
ConceptNet. ACQ: multiple choice question accuracy,
AQA: QA question accuracy, H: entropy.

A.3 ATOMIC Question Construction

During the process of constructing questions, we at-
tempted to replace person variables (e.g., PersonX,
PersonY) from ATOMIC with common human
names. However, this led the model to treat them
as real individuals and refuse to answer. Therefore,
we directly use person variables in the questions
to refer to human beings, thereby obtaining more
objective answers.

Triplet <PersonX accepts thanks , xReact , happy>

Prompt . How does PersonX feel?

Question PersonX accepts thanks. How does PersonX feel?

Answer happy

Table 5: ConceptNet data construction process

B Model self-preference value

To measure whether the model exhibits a pref-
erence for its own generated results, we use
rank(i, j) to represent the ranking assigned by
evaluation model i to evaluation model j. We calcu-
lated the P as the self-preference value and G(P )
as the global self-preference value of models for
their generated results in each knowledge domain

LLMs

Metrics Knowledge
Conceptnet

ACQ AQA H

Yi-6B-Chat 51.68 48.96 0.40
Chatglm3-6b 45.52 51.66 0.44

WizardLM-13B-V1.2 36.69 52.18 0.33
Baichuan-13B-Chat 42.95 51.92 0.37

Baichuan2-13B-Chat 47.11 49.71 0.45
Baichuan2-7B-Chat 44.30 41.46 0.43

Vicuna-13b-v1.5 47.19 46.88 0.35
Vicuna-7b-v1.5 46.71 49.97 0.37

LLaMa2-13b-chat 39.69 50.4 0.34
LLaMa2-7b-chat 36.96 48.79 0.38

Mistral-7B-Instruct-v0.1 47.19 47.44 0.33
Mistral-7B-Instruct-v0.2 47.71 51.23 0.40

Qwen-14B-Chat 55.77 49.79 0.39
Qwen-7B-Chat 50.33 47.39 0.39

Table 6: The specific performance of the LLMs in
ATOMIC. ACQ: multiple choice question accuracy,
AQA: QA question accuracy, H: entropy.

and present the top five results in Table 7.

P (i) =
1

k − 1

k∑

j=1
j ̸=i

(rank(j, i)− rank(i, i)) (4)

G(P ) =
1

k

k∑

i=1

(P (i)) (5)

C The Performance of LLMs in World
Knowledge and Language Knowledge

We conducted a detailed analysis of the perfor-
mance of LLMs on world knowledge. As illus-
trated in Figure 2, the models exhibit significantly
better performance on high-frequency knowledge
compared to low-frequency knowledge, indicat-
ing a certain challenge in mastering low-frequency
world knowledge. Additionally, the models exhibit
low sensitivity to time-sensitive knowledge, imply-
ing a potential confusion of temporal occurrence
times.

We also conducted a detailed analysis of the per-
formance of LLMs in the scope of language. As il-
lustrated in Figure 4, compared to other tasks, these
models exhibit significantly better performance in
pos-analysis tasks, indicating that the models are
well-versed in more traditional natural language
processing tasks like POS analysis. However, they
exhibit lower proficiency in reverse tasks and tasks
requiring deeper understanding and application of
the knowledge corpus.
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Figure 2: The performance of LLMs on common-frequency, high-frequency, low-frequency, and timeliness in world
knowledge.

Figure 3: The performance of LLMs on ConceptNet in commonsense knowledge.
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Figure 4: The four knowledge corpus-based tasks performance of LLMs in language knowledge.

Figure 5: The introduction page of Zhujiu-knowledge platform.
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Figure 6: Overview Performance: The total score of LLMs in QA question and Choice question.

Figure 7: The dataset demonstration page.
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evalmodel commonsense world lanauage

top-model1 -3.2 -8.6 6.6
top-model2 0.2 4.4 4.4
top-model3 4.6 0.6 -6.2
top-model4 0.4 -0.75 0.4
top-model5 -1.4 6.8 -1.8

global-self-preference 0.1 0.5 0.6

Table 7: The self-preference value of the top five LLMs
in three knowledge evaluations

206


