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Abstract

This paper highlights the importance of integrating MWE identification with the development of syntactic MWE
lexicons. It suggests that lexicons with minimal morphosyntactic information can amplify current MWE-annotated
datasets and refine identification strategies. To our knowledge, this work represents the first attempt to focus on
both seen and unseen of VMWEs for Arabic. It also deals with the challenge of differentiating between literal
and figurative interpretations of idiomatic expressions. The approach involves a dual-phase procedure: first
projecting a VMWE lexicon onto a corpus to identify candidate occurrences, then disambiguating these occurrences
to distinguish idiomatic from literal instances. Experiments outlined in the paper aim to assess the efficacy of
this technique, utilizing a lexicon known as LEXAR and the ”parseme-ar” corpus. The findings suggest that
lexicon-driven strategies have the potential to refine MWE identification, particularly for unseen occurrences.
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1. Introduction

Multiword Expressions (MWEs) are a subject of
interest across various fields related to language
studies. They are part of each language’s lexi-
con, distinct from literal words due to their non-
compositional, preconstructed nature. Recently,
the identification and analysis of MWEs have gar-
nered significant attention in the field of Natural
Language Processing (NLP), owing to their preva-
lence and nuanced semantic complexities. De-
spite considerable efforts in MWE identification,
researchers have encountered challenges in ad-
dressing the issue of unseen MWE instances1

(Taslimipoor et al., 2020; Pasquer et al., 2020b;
Yirmibeşoğlu and Güngör, 2020; Kurfali, 2020).
Savary et al. (2019) assert that to make sub-
stantial progress in MWE identification, it is im-
perative for the research community to integrate
the identification process with the development of
syntactic MWE lexicons. They advocate for lexi-
cons that provide minimal morphosyntactic infor-
mation, augmenting existing MWE-annotated cor-
pora. This approach, they argue, complements tra-
ditional corpus-based methods with MWEs that oc-
cur rarely or never in MWE-annotated corpora. In

1No other verbal multi-word expression containing
the exact same set of lemmas has been annotated at
least once in the training corpus.

this paper, we align ourselves with the same per-
spective, emphasizing the critical role of MWE lex-
icons in advancing MWE identification methodolo-
gies for Arabic language.

MWEs assume a unique and challenging
role within this domain due to their non-
compositionality and their ability to take on a
figurative or literal meanings. For instance, the
degree of transparency varies from one idiom
to another. Thus, the following idiom is rather
transparent يع السرَ يق الطرَ سَلك (salk al-ṭarīq al-sarīʿ
| lit. ‘to take the fast road’) ‘to choose the easier
way’, i.e. it is easy to recover the motivation
behind the image of taking a fast road. Con-
versely, in السيَفْ َ كَسرَ (kasara al-saif | lit. ‘broke the
sword’) ‘ to triumph over an opponent or a difficult
circumstance’, the motivation for the image is
unclear. Moreover, transparency can depend on
the particular speaker’s knowledge. For instance,
the literal reading (e.g.'ْالجرُح علَى ً يدَا 'وضََعَ (lit. ‘to
touch the wound’) ‘to evoke someone’s weakness’
is understandable for most speakers, while under-
standing the origin of the following idiom calls for
historic and cultural knowledge: دم من الذئب 'براءة
يعقوب' ابن (’brāʾẗ al-ḏʾib mn dm abn īʿqūb’ | lit. ‘to
have the innocence of the wolf from the Jacob’s
son blood’) ‘to be innocent’.2

2This idiom relates to the story of Jacob and his broth-
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Significant research has been dedicated to de-
tecting metaphors and understanding idiomatic ex-
pressions. Metaphors are deliberately constructed
to convey figurative meanings, while idiomatic ex-
pressions can be interpreted either literally or figu-
ratively, depending on the context of use (Shutova,
2010; Mason, 2004; Liu and Hwa, 2017). The
accurate processing of idiomaticity within textual
sequences is fundamental in NLP, given that id-
iomatic expressions constitute a significant aspect
of linguistic communication. Attaining high perfor-
mance in this task holds the potential to enhance
various downstream applications, including senti-
ment analysis, information retrieval, and machine
translation (Hashempour and Villavicencio, 2020;
Mohamed et al., 2023). In this paper, our main
focus is on identifying MWEs using an Arabic lexi-
con, with the goal of capturing unseen expressions
more effectively and reducing the ambiguity of lit-
eral interpretations. Thus, we are also interested in
the challenge of distinguishing between these two
interpretations, which is complicated by the fact
that idioms often do not follow easily identifiable lin-
guistic patterns, especially for the Arabic language,
given that is characterized by a fairly flexible word
order (Hadj Mohamed et al., 2022). While our re-
search primarily focuses on Arabic, we have also
tested our model for the binary disambiguation of
Potential Idiomatic Expression (PIE) task (see Sec-
tion 2 on English and German languages. The pa-
per is organized as follows: Section 2 provides a
thorough review of existing literature on MWE iden-
tification. Section 3 focuses on MWE identification
in Arabic. Following that, Section 4 elaborates on
our methodology for MWE identification in Arabic,
emphasizing the integration of lexicons and the dis-
ambiguation process, while Section 5 details the
data used in our experiments. Finally, in Section 6,
we present and analyze our experimental results.

2. Related work

A considerable amount of research has focused
on MWE-specific tasks. In this paper we are pri-
marily concerned with MWE identification, which
consists in automatically annotating MWE occur-
rences in running text (Constant et al., 2017).
Most approaches to this task are supervised, i.e.
trained on manually annotated datasets, such
as STREUSLE (Schneider and Smith, 2015) or
PARSEME (Savary et al., 2018). Shared tasks
such as DiMSUM (Schneider et al., 2016) and
PARSEME (Ramisch et al., 2020) boosted the de-
velopment of such tools. MWE identifiers are
then trained and evaluated on these corpora.
For instance, two approaches to MWE identifica-

ers, shared by the Jewish, Christian and Muslim reli-
gions.

tion within a transition system were compared in
(Al Saied et al., 2019): one based on a multilayer
perceptron and the second on a linear SVM. Both
approaches utilize only lemmas and morphosyn-
tactic annotations from the corpus and were
trained and tested on PARSEME Shared Task 1.1
data (Ramisch et al., 2018). The approach in (Kur-
fali, 2020) leverages feature-independent models
with standard BERT embeddings. mBERT was
also tested, but with lower results. An LSTM-
CRF architecture combined with a rich set of fea-
tures: word embedding, its POS tag, dependency
relation, and its head word is proposed in (Yir-
mibeşoğlu and Güngör, 2020). The main focus
of PARSEME Shared Task 1.2 was the detec-
tion of the unseen Verbal Multiword Expressions
(VMWEs) which is more challenging compared
to the identification of seen VMWEs (Ramisch
et al., 2018). Several systems participated in
the shared task, including MTLB-STRUCT (Taslim-
ipoor et al., 2020), TRAVIS-mono and TRAVIS-
multi developed by Kurfali (2020), Seen2Unseen
developed by Pasquer et al. (2020a), ERMI by Yir-
mibeşoğlu and Güngör (2020) and others. No-
tably, the MTLB-STRUCT system, which lever-
ages multilingual BERT fine-tuned for joint parsing
and MWE identification, achieved the top cross-
lingual macro-average in the open track for both
the identification of VMWES and the subtask of
identifying unseen VMWEs.

Since unseen VMWEs prove critically hard to
identify, a natural idea would be to leverage the
advances of MWE discovery, which consists find-
ing new MWEs (types) in text corpora, and storing
them for future use in a lexicon (Constant et al.,
2017). Very many different approaches were de-
vised for this task in the past, based on statistical
association measures (Evert, 2005), parsing data
(Seretan et al., 2011), lexico-syntactic constraints
(Broda et al., 2008), possibly combined with the
use of neural network (Pecina, 2010), etc.

An alternative approach in addressing unseen
data, and the scarceness of MWE-annotated
corpora in general, is to use existing MWE
lexicons, extracted for instance from classical
human-readable dictionaries (Kanclerz and Pi-
asecki, 2022) or Wiktionary (Muzny and Zettle-
moyer, 2013), possibly with example sentences
contained therein (Tedeschi et al., 2022). Such a
lexicon can be straightforwardly projected on a cor-
pus by form/lemma matching. Each resulting word
co-occurrence is then considered as a potential id-
iomatic expression (PIE), in the sense that it can
be true idiomatic occurrence of a MWE, or just a lit-
eral/coincidental co-occurrence of the MWE com-
ponent words.

The task of binary disambiguation of PIEs has
been addressed by a number of works. Sporleder
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and Li (2009) propose a generalized method utiliz-
ing cohesion graphs, hypothesizing that a PIE is
used figuratively if its removal improves cohesion.
Liu and Hwa (2018) introduce a ”literal usage met-
ric” quantifying the literalness of a PIE, computed
as the average similarity between words in the sen-
tence and a literal usage representation. Ehren
et al. used a 2-layer LSTM network to get latent
representations for the verbal idiom tokens. These
were then used in a fully connected layer to pre-
dict the class using softmax. They used pretrained
static and contextualized word embeddings as an
input for their model. In recent years, several
shared tasks have been organized to advance re-
search in binary PIE disambiguation. Notably, the
Multilingual Idiomaticity Detection and Sentence
Embedding shared task (Madabushi et al., 2022)
has gained attention. It comprises two subtasks:
(a) binary disambiguation of PIEs, and (b) seman-
tic text similarity detection, including sentences
with and without MWEs.

3. Arabic and MWEs processing

The ”Arabic language” includes Modern Standard
Arabic (MSA) and diverse Arabic dialects. MSA
is used in religious texts, poetry, and formal writ-
ing, while dialects are spoken in everyday conver-
sation. In this section, we provide an overview of
MSA’s distinctive characteristics and review pre-
vious research on the automatic processing of
MWEs in Arabic, with a specific focus on MSA
rather than dialectal forms.

In MSA, capitalization is absent, and the usage
of punctuation marks is infrequent in contempo-
rary Arabic texts. Additionally, this language com-
monly features long, complex sentences with right-
to-left writing, often resulting in paragraphs that
lack punctuation. Furthermore, as a Semitic lan-
guage, Arabic exhibits a complex morphology. It
uses concatenative morphology (agglutinated or
compound words), where words are formed via a
sequential concatenation process3. For example,
the sentence ‘then they will write it’ is presented
in Arabic as one word .فسيكتبونها Moreover, Arabic
includes words that can be altered with diacritical
marks, either above or below them, creating new
words with distinct pronunciations and meanings,
often similar to the original word. Consequently,
texts lacking diacritical marks are prone to ambi-
guity.

In Arabic, as in German, the word order is
flexible, allowing specific words in a sentence to
be rearranged without altering its meaning. This
adaptability is achieved through the language’s

3Agglutination is the process, common in Arabic, of
adjoining clitics from simple word forms to create more
complex forms.

use of case markers, particles, and other linguistic
mechanisms to clarify word relationships, resulting
in a more versatile syntax compared to languages
with a more rigid word order. These unique
features make Arabic a challenging language for
NLP tasks.
Several studies and research have been
conducted on Arabic Multiword Expressions
(AMWEs). Attia (2006) explored AMWEs using
a finite-state machinery and Lexical Functional
Grammar (LFG). During processing, fixed and
adjacent semi-fixed MWEs were scrutinized using
lexical transducers, deconstructing one-word
phrases into segments and integrating MWEs
into spaced words. Syntactically flexible MWEs
were handled by grammar rules as syntactically
compositional but semantically non-compositional
due to lexical selection rules. Attia et al. (2010)
introduced a linguistic method based on reg-
ular expressions for extracting AMWEs from
texts, with a specific focus on nominal AMWEs.
Hawwari et al. (2014) compiled an AMWE list from
5,000 expressions extracted from dictionaries.(Al-
Badrashiny et al., 2016) employed a paradigm
detection method on the Arabic Treebank and
Arabic Gigawords corpus, resulting in the au-
tonomous extraction of 1,884 AMWEs, each
displaying various forms due to morphological
variations. Recently, as part of the PARSEME
framework (Savary et al., 2023), Hadj Mohamed
et al. (2022) manually constructed a corpus
comprising 4,700 instances of Verbal AMWEs.

4. Method

Our ultimate goal is to address the task of iden-
tifying VMWEs in Arabic. However, within this pa-
per, we specifically concentrate on the critical chal-
lenge of detecting unseen instances, which rep-
resents a significant frontier in the field. Our ap-
proach relies on a lexicon and minimizes noise by
filtering out literal interpretations. In contrast to nu-
merous existing methods for VMWE identification,
we choose not to rely on a VMWE-annotated cor-
pus, opting instead for a carefully curated VMWE
list. This decision stems from the limited represen-
tation of MWEs with literal and figurative meanings
in resources such as Arabic Wiktionary, leading
us to manually extract VMWEs from an exhaus-
tive paper dictionary. Given this VMWE lexicon,
our methodology unfolds in two phases: the first
is the identification of VMWE candidates, while
the second involves the disambiguation of these
candidate occurrences, as outlined by Algorithm
(1). We start by aligning the VMWE lexicon with
the test corpus to identify potential VMWE candi-
dates within the text. This process involves com-
paring the lexicon entries with the content of the



91

test corpus in order to detect instances where
VMWEs may occur. Then, we apply a binary PIE
disambiguation method to distinguish between id-
iomatic and literal instances among these candi-
dates. VMWEs are identified from idiomatic occur-
rences, while literal instances are retained for fur-
ther analysis as supplementary data.

The following sections provide more detailed de-
scriptions of these two phases.

Algorithm 1 : Procedure for extracting and filtering
sentences containing MWEs from the corpus
1: procedure EXTRACTANDFILTER(C, L, model)
2: literal← []
3: idiomatic← []
4: for mwe ∈ L do
5: for sentence ∈ C do
6: if mwe occurs in sentence then
7: class← PIEC4(mwe, sentence)
8: if classification is ”literal” then
9: literal.append(sentence)

10: else
11: idiomatic.append(sentence)
12: end if
13: end if
14: end for
15: end for
16: return literal, idiomatic
17: end procedure

4.1. Identifying VMWE candidates

During this phase, VMWE candidates are identi-
fied based on the lemmas associated with each
MWE in the lexicon. The use of multisets allows
for the identification of candidates in any order,
regardless of the syntactic dependency between
them. For example, consider the first VMWE seen
in the lexicon (L) in Figure 1: يده وضع (ūḍʿ īdh | lit.
‘ put hand+his’) ‘put one’s hand’.

In sentences (1) and (2) from the parseme-
ar corpus, the three lemmas ”وضع” (’to put’), ”يد”
(’hand’), and ”ه” (’his’) are present, resulting in their
extraction as VMWE candidates. However, sen-
tence (2) contains no VMWEs but rather a coinci-
dental occurrence. In contrast, the candidate iden-
tified from sentence (4) represents a literal occur-
rence for the third VMWE غرابه طار (tar ġurab-h | lit.
‘his crow flew off’) ‘to get old’” in L. The choice of us-
ing a forward step of filtering is a matter of balance
between precision and recall. The expected noise
present in the identification phase results in good
recall (R= 0.79) but low precision (P=0.41). Ad-
dressing this challenge, the second filtering phase
(4.2) aims to enhance precision. We achieve this
through the implementation of subtask (A) of the
SemEval shared task (Madabushi et al., 2022).

4.2. Disambiguating candidate VMWE
occurrences

As previously stated, we proceed with our filtering
phase by employing the same subtask (A) from
the SemEval shared task. The aim here is to
distinguish between the compositional (literal) and
non-compositional (idiomatic) uses of PIE within
a given context. This is different from the task
of MWE extraction, which focuses on identifying
MWEs within a corpus. Namely, our method takes
a set of sentences containing a target PIE as
input. We handle the disambiguation of PIEs in
a manner similar to word sense disambiguation.
Our fundamental assumption is that the context in
which PIEs are used literally and figuratively differs
significantly enough to justify distinct contextual
representations. Figure 2 outlines an overview of
the architecture, which is built upon the contextual
language model used in our experiments, namely
BERT.

Firstly, we aim to leverage the semantic id-
iosyncrasy characteristic of idiomatic expressions,
highlighting that the meanings of the components
within idiomatic expressions are related to the
context in which they appear. To achieve this,
we start by tokenizing the input, which consists
of the sequence S and the target PIE. Follow-
ing this, contextualized embeddings are gener-
ated using BERT and produce a vector represen-
tation for both the expression (PIE) and its con-
text (S). Then, we add a Bidirectional LSTM (BiL-
STM) layer for each embedding sequence to ex-
tract initial features from the raw embeddings. This
results in in h(S) = BiLSTM(e(S)) and h(PIE) =
BiLSTM(e(PIE)).

The attention flow layer integrates and com-
bines information from both the context word se-
quence and the query word sequence (Seo et al.,
2017). This process generates query-aware vec-
tor representations of the context words and prop-
agates the word embeddings from the preceding
layer. Similarly, in our specific task, the attention
flow layer merges details from two embedding se-
quences that encode diverse types of information.
We fused h(S) and h(PIE) into an attention layer
to obtain an enhanced contextualized representa-
tions for both the sentence and the PIE. This re-
sults in a unified representation that integrates in-
formation from both the entire sentence and the
PIE. Finally, we introduce a MaxPooling layer to
reduce spatial dimensions in neural network archi-
tectures while preserving the most important fea-
tures by selecting the maximum value from each
feature map. Following this, the fused representa-
tion is passed through a series of Dense layers for
classification.

The final output is produced by a sigmoid-
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Figure 1: Overview of the method.

Figure 2: Overview of the PIEC model
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activated Dense layer, providing a binary classifi-
cation result (idiomatic or literal). Table 1 shows
the hyper-parameters use with this architecture.

Parameter Value
Sequence Length 128

Training Batch Size 256
Epoch number 30
Learning Rate 0.00001

Optimizer Adam

Table 1: Model Training Parameters

5. Data

Assessing the efficacy of our MWE identification
method necessitates both a VMWE lexicon and a
corpus. As for the corpus, we used the ”parseme-
ar” corpus from PARSEME 1.3 (Hadj Mohamed
et al., 2022; Savary et al., 2023), which contains
4,7000 VMWEs within 7,500 sentences extracted
from PADT belonging to the UD collection (Ha-
jic et al., 2009). In our experiments, our focus
was on two categories of VMWEs outlined in the
parseme-ar corpus: LVC (Light Verb Construction)
and VID (Verbal Idiom). We excluded the IAV
(In Inherently Adpositional Verb) category, as it
is considered optional. Following this, we manu-
ally created a lexicon named LEXAR5, referenced
as (L) in Figure 1. We meticulously extracted
and compiled idiomatic expressions from ”Contex-
tual Dictionary of Idiomatic Expressions” by Elsini
(1998). Following the PARSEME annotation guide-
lines6, we identified a total of 1504 Arabic VMWEs,
and each expression in LEXAR underwent cat-
egorization by assigning a part-of-speech (POS)
tag and determining its type as either LVC or VID.
The annotation process, which took between 1-2
days and overlapped almost 70% of VMWEs with
PARSEME-AR, ensured a comprehensive cover-
age of VMWEs in our corpus. We evaluated the
performance of our idiomatic expression classi-
fier, PIEC, by conducting evaluations with special-
ized datasets tailored to measure its accuracy in
classifying sentences with idiomatic expressions.
These evaluations encompassed datasets in Ara-
bic, German, and English languages. Table 2
provides a summary of the data used to evalu-
ate the secondary task. For Arabic, we trained
the PIEC on a dataset included 34 idiomatic ex-
pressions. Each expression accompanied by sen-
tences from the corpus of the shared task ConLL7

5We plan to release the lexicon upon acceptance of
this paper

6https://parsemefr.lis-lab.fr/
parseme-st-guidelines/1.2

7https://lindat.mff.cuni.cz/

encompassing both idiomatic and literal meanings.
The 34 expressions were crafted manually by two
native Arabic speakers. For instances lacking
literal examples, we used ChatGPT to generate
them, followed by manual verification. The MAG-
PIE corpus (Haagsma et al., 2020) provided the
English dataset. It offers a collection of 1,756
PIEs, each representing different syntactic pat-
terns, along with their associated sentences, total-
ing 56,622 annotated data instances with an av-
erage of 32.24 instances per PIE. For German
we used the COLF-VID dataset (COrpus of Literal
and Figurative meanings of Verbal IDioms) (Ehren
et al., 2020). It contains 6,985 sentences sourced
from newspaper articles, with annotations for 34
German VID types. Each MWE in the dataset is
tagged with one of four labels: IDIOMATIC, LIT-
ERAL, UNDECIDABLE, or BOTH.

6. Results

The main goal of this study is to identify VMWEs,
with a particular emphasis on unseen instances.
Accordingly, we employed evaluation metrics
aligned with the criteria of the shared task (Savary
et al., 2017): These metrics include MWE-based
metrics, which encompass precision, recall, and
F1 scores for accurately detecting entire VMWEs,
as well as precision, recall, and F1 measures for all
VMWEs, including those that are unseen (unseen
MWE-based). In Table 3, we compare the perfor-
mance of our approach against MTLB-STRUCT.

On the multilingual level, MTLB-STRUCT
achieved an MWE-based F1 score of 34.24 on
unseen VMWEs and a global MWE-based F1
score of 56.27. Note that these results were
obtained by re-training MTLB-STRUCT on the
parseme-ar without the IAV category. However,
even with the improvement in scores generated
by the AraBert-based model (F1= 0.62 on the
dev), Arabic is still one of the languages with the
lowest performance score for global MWE-based
and unseen-based scores. Although the F1
scores for unseen MWEs are still not optimal, our
approach outperforms MTLB-STRUCT in terms
of MWE-based F1 score by 7% and for unseen
MWEs by 9%. Among the 278 unseen VMWEs
assessed, our approach detected 125, whereas
MTLB-STRUCT identified 104 out of the total.

For our experiments on the binary disam-
biguation of PIEs task (Figure 2), we focused
only on the IDIOMATIC and LITERAL labels.
Table 4 presents the results of our experiments
on the TEST set. As baseline, we used a
conventional SVM (Support Vector Machine) with
MUSE (Multilingual Unsupervised and Supervised
Embeddings) (Conneau et al., 2018) features. Em-

https://parsemefr.lis-lab.fr/parseme-st-guidelines/1.2
https://parsemefr.lis-lab.fr/parseme-st-guidelines/1.2
https://lindat.mff.cuni.cz/
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Lang Literal Figurative Total
AR-train 103 202 305
AR-dev 16 30 46
AR-test 29 57 86
COLF-VID-train 1,172 5,705 6,902
COLF-VID-dev 264 1,214 1,488
COLF-VID-test 265 1,238 1,511
MAGPIE-train 2,676 12,676 15,352
MAGPIE-dev 595 2719 3314
MAGPIE-test 635 3339 3974

Table 2: Literal and idiomatic occurrences of PIEs in Arabic (AR), German (DE) ( we excluded both the
types of BOTH and UNDECIDABLE, which accounts for the disparity in the count between literal and
idiomatic expressions compared to the total) and English(EN)

beddings were independently generated for both
the PIE instances and sentences using the MUSE
library. Notably, PIEC demonstrates better per-
formance compared to the baseline MUSE-SVM.
Including semantic information regarding both
the context and the PIE significantly enhances
the classifier’s performance. It performs highly
better on both literal and figurative class across all
languages, even when dealing with unbalanced
data in German and English. For instance, in
the literal class, the F-score exhibited significant
improvements: in Arabic from 0.44% to 0.89%,
in English from 0.39% to 0.86%, and in German
from 0.54% to 0.78%. Hence, the consistency
of the PIEC classifier’s performance with BERT
embeddings implies that accurate disambiguation
of PIEs across numerous languages can be
achieved with good precision, necessitating only
a small set of annotated sentences.

7. Conclusion

This paper introduces a simple yet impactful strat-
egy for improving the identification of VMWE
through the integration of lexicons, with our lex-
icon named LEXAR. Specifically focusing on
the Arabic language, we demonstrate that our
approach outperformed neural architectures like
MTLB-STRUCT. Additionally, our method effec-
tively adresses the challenge of binary disam-
biguation by employing contextual embeddings,
which differentiate between various uses of the
same lexical units and assign appropriate repre-
sentations. Although detecting unseen MWEs
proves to be a challenging task in our experiments,
we achieve promising results using lexicons, sur-
passing the previous state-of-the-art. Moreover,
our proposed model for the binary disambigua-
tion of PIEs task shows significant potential for
extension to multiple languages, facilitated by mul-
tilingual contextual embeddings.
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