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Abstract

UDify (Kondratyuk and Straka, 2019) is a multilingual and multi-task parser fine-tuned on mBERT that achieves
remarkable performance in high-resource languages. However, the performance saturates early and decreases
gradually in low-resource languages as training proceeds. This work applies a data augmentation method and
conducts experiments on seven few-shot and four zero-shot languages. The unlabeled attachment scores were
improved on the zero-shot languages dependency parsing tasks, with the average score rising from 67.1% to
68.7%. Meanwhile, dependency parsing tasks for high-resource languages and other tasks were hardly affected.
Experimental results indicate the data augmentation method is effective for low-resource languages in a multilingual
dependency parsing.
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1. Introduction

A dependency parser can be efficiently trained 80
when large treebanks are available (Dozat and —— UDify(our)

Manning, 2017; Qi et al., 2020). For low-resource £75 X Self
languages with no (zero-shot) or limited (few-shot) 2 . —— Unsup
treebanks, multilingual modeling has emerged as = 70; "

—— Unsup*

an efficient solution, where cross-lingual informa-
tion is leveraged to compensate for the lack of data. 10 10" 102
Scholivet et al. (2019); Ustin et al. (2022) have Epoch (Logarithmic)
demonstrated that the performance on multilingual
tasks can be boosted by pairing languages with ~ Figure 1: Change in the UAS(%) of a model during
similarities. Multilingualism also reduces the ex-  the training process on the Breton—KEB test set for
pense when training multiple models for a group ~ both baselines: UDify(our) and Self, as well as the
of languages (Johnson et al., 2017; Aharoni et al.,  proposed method, Unsup and Unsup™.
2019; Cai et al., 2021; Muennighoff et al., 2023).

UDify (Kondratyuk and Straka, 2019) is a multi-  (2022), Effland and Collins (2023).
task network fine-tuned on multilingual BERT To address and investigate this issue, the work of
(MBERT) (Devlin et al., 2019) pre-trained embed-  Map et al. (2023) conducts an experimental explo-
dings. It is capable of producing annotations for  ration into the low-resource case phenomenon by
any treebank from Universal Dependencies (UD)  opserving changes during model training. They
(Zeman et al., 2018). UDify exhibits strong and  adopted the data augmentation strategy, which
consistent performance across all 124 UD tree- |everages the origina| UD|fy for parsing raw sen-
banks for 75 languages and multiple tasks such  tences in single low-resource language to obtain ini-
as lemmatization, part-of-speech (POS), and de-  tia| probabilities. This is followed by the application
pendency parsing. However, an issue not yet paid  of unsupervised learning to train these probabilities.
enough attention in several related studies is the  Using the trained probabilities to create artificially
substantial discrepancy found inthe performance of  stryctured dependency data and merging them into
these methods in low-resource language learning  UDify’s training set enables UDify to be trained on
scenarios, even when almost the identical training 3 more extensive dataset.
strategies, datasets, models, and evaluation meth- In this work, we conducted comprehensive ex-
ods were used in Choudhary (2021), Ustlin et al. - periments on low-resource languages using data
augmentation methods, expanded (for few-shot lan-
guages) and created (for zero-shot languages) ar-
tificial treebanks for the seven few-shot and four

* This work was done during the first author’s intern-
ship at National Institute of Information and Communica-
tions Technology, Kyoto, Japan.
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zero-shot languages. By combining these artificial
treebanks with the UD treebanks and using the UD-
ify framework, we trained a multilingual parser. As a
result, increases in the unlabeled attachment score
(UAS) for zero-shot languages were observed, with
the average value increasing from 67.1% to 68.7%;
in the most-improved case, the UAS rocketed from
78.4% to 88.0%. Similarly, the few-shot languages
experienced a UAS increase of 0.2%. In contrast,
the UAS for other languages and evaluation scores
for other tasks did not show significant changes,
which suggests that the overall robustness of multi-
lingual and multi-task processing is retained.

2. Background

2.1. UDify

The UDify model jointly predicts lemmas, POS tags,
morphological features, and dependency struc-
tures. The pre-trained mBERT model' is used in
the UDify model for cross-lingual learning without
additional tags to distinguish the languages. In
addition, a strategy similar to ELMo (Peters et al.,
2018) is adopted, where a weighted sum of the
outputs of all layers is computed as follows and fed
to a task-specific classifier:

elrsk =5 mBERT;;.

Here, e'*** denotes the contextual output em-
beddings for tasks such as the dependency parse.
In addition, mBERT;; denotes the mBERT repre-
sentation for layer i at token position j.

In the task involving dependency structures,
mBERT’s subword tokenization process inputs
words into multiple subword units. However, only
the embeddings eé“s’“ of the first subword unit are
used, serving as input to the graph-based bi-affine
attention classifier (Dozat and Manning, 2017). The
resulting outputs are combined using bi-affine at-
tention to produce a probability distribution of the
arc-head for each word. Finally, the dependency
tree is decoded using the Chu-Liu/Edmonds algo-
rithm (Chu, 1965; Edmonds et al., 1967).

2.2. Unsupervised Dependency Learning

Adhering to the properties of dependency syntax
(Robinson, 1970), a general unsupervised algo-
rithm for projective N-gram dependency learning
(Unsupervised-Dep) was described in Ding and
Yamamoto (2013, 2014). This method constructs
the best dependency tree with a dynamic program-
ming method using a CYK style chart and is based
on the complete-link and complete-sequence non-
constituent concepts. However, considering the

'github.com/google-research/bert/multilingual.md
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time complexity of this approach for arbitrary N-
gram dependency learning, which may not be ideal
for practical applications, we chose to focus in this
study on the case of the bi-gram.

When considering the bi-gram, the directionality
of a pair of words is set by the dependency rela-
tion, with (w;—w;) indicating a rightward relation
and (w;<w;) indicating a leftward one. The bi-
gram unsupervised learning update probabilities
P(w;—w;) and P(w;+w;) are calculated using the
Inside—Outside algorithm (Lari and Young, 1990).
Finally, the Viterbi algorithm (Forney, 1973) is em-
ployed to determine the tree construction in the
calculated Inside portion with the maximum proba-
bility, thus generating the optimal structure.

3. Investigation

3.1.

In the work of Mao et al. (2023), a data augmenta-
tion based on Unsupervised-Dep is provided. Due
to Unsupervised-Dep has a high time complexity of
O(n?), making the common practice in the original
methods, which start training from a random proba-
bility, somewhat inefficient. To circumvent this, the
parsing results from UDify were utilized to initialize
the probabilities. Despite the potential decrease in
UDify’s accuracy on low-resource languages during
its training, the final results consistently outperform
those from other parsing models (Qi et al., 2018;
Tran and Bisazza, 2019), providing a solid founda-
tion for the proposed initialization approach.

The process starts with the raw corpus, Data,
input into the trained UDify by the original UD
treebank, to generate the dependency arc-heads,
represented as DEP,,.., and POS, lemmas, etc.,
denoted as Others. Statistical computations on
DEP,,. generate initial probabilities P(w;—w;)
and P(w;<w;), serving as input for Unsupervised-
Dep alongside Data.

Following several iterations of training through
Unsupervised-Dep, the re-estimated P(w;—w;)’
and P(wi<—wj)' emerge. They become the pa-
rameters for the Viterbi algorithm to determine the
optimal dependency arc-head as given by

UDify with Data Augmentation

/

)
where DEP,,_ is the tree with the highest probabil-
ity for a sentence z from Data.

Finally, DEP, . is merged with Others, ulti-
mately generating artificial data. The artificial data
are then combined with the existing UD treebanks

for the subsequent UDify training.

DE‘]D(;TC = Viterbi(z, P(wq;—muj)/, P(wi+wj)

3.2. On Few- and Zero-Shot Languages

During the training of UDify, the dependency struc-
tures for zero-shot languages are learned through


https://github.com/google-research/bert/blob/master/multilingual.md

transfer learning. Compared to high-resource lan-
guages, an early saturation in the accuracy of de-
pendency parsing is observed across all zero-shot
languages during the learning process. The peak
performance is typically reached around the 12th
training epoch, as illustrated in Figure 2. Mao et al.
(2023) applied data augmentation to individual zero-
shot language, effectively addressing this issue.
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Figure 2: Change in the UAS(%) of low-resource
languages during UDify(our) training.

However, when applying Unsupervised-Dep data
augmentation to multiple zero-shot languages, the
effectiveness of this approach has not been ex-
plored due to the impact of the amount of data gen-
erated on parser performance. Especially consider-
ing that this approach may generate large amounts
of artificial data, its practical application in this con-
text needs to be evaluated.

Moreover, the training of multilingual parser re-
veals that few-shot languages are similarly affected
by the volume of training data. This highlights the
critical need for effective data augmentation meth-
ods to improve the parsing performance of models
like UDify. We aim to employ Unsupervised-Dep
for multiple languages to explore its potential in mit-
igating early saturation in zero-shot languages and
improving parsing accuracy in few-shot languages
within a multilingual context.

4. Experiments

4.1.

The raw data of seven few-shot and four zero-
shot languages that are most often tokenized using
spaces were collected from El-Kishky et al. (2020);
Fan et al. (2021); Schwenk et al. (2021) to create
our selected low-resource language set for the im-
plementation of Unsupervised-Dep. The data in the
experiment are summarized in Table 1 and referred
to as OPUS-mult in subsequent sections.

For comparison with the UDify and to illustrate
our motivation, our parser experiments employed
the UD Treebank v2.3 used by UDify. During train-
ing, following McDonald et al. (2011), we merged
training sets, randomized the sentence order each
epoch, and fed the network diverse batches of orig-
inal and artificial data from multiple languages.

Dataset
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language(code) | #sent.(len.) #train  #test
Armenian(hy) 2.4(8.2) 560 470
Belarusian(be) 2.0(9.0) 260 68
Hungarian(hu) 134.1(5.3) 910 449
Kazakh(kk) 1.7(8.2) 31 1,047
Lithuanian(lt) 236.7(5.6) 153 55
Marathi(mr) 1.5(10.0) 373 47
Tamil(ta) 13.7(7.7) 400 120
Breton(br) 18.2(9.5) 0 888
Faroese(fo) 1.3(8.1) 0 1,208
Tagalog(tl) | 150.0(16.2) 0 55
Yoruba(yo) 9.7(8.1) 0 100

Table 1: Raw data collected from various corpora.
Above: few-shot languages; below: zero-shot lan-
guages. #sent.(len.) denotes the raw sentences in
unsupervised learning (in thousands), with the num-
bers in parentheses indicating the average length.
#train and #test are the sentence counts in UD v2.3
treebank’s training and test sets, respectively.

4.2. Setup

To minimize the impact of experimental environ-
ment variations on the result of Popel and Bojar
(2018) in the comparisons, we followed the parame-
ter settings from Kondratyuk and Straka (2019) and
re-implemented the model as UDify(our). Addition-
ally, to expedite the training process, we employed
Horovod (Sergeev and Balso, 2018) to implement
parallel computation.

At the beginning of training on Unsupervised-
Dep, we used the UDify(our) model to parse each
language present in the OPUS-mult dataset. The
statistical results derived from the parsing out-
comes of each language were adopted as its initial
probabilities, which were continuously re-estimated
throughout the unsupervised learning process. Af-
ter the 10th training iteration, we employed the
newly estimated probabilities to parse the sen-
tences from OPUS-mult.

To assess the impact of augmenting training data
for multiple low-resource languages on parsing ac-
curacy, we designed and conducted several exper-
iments. In the Unsupervised-Dep data augmenta-
tion experiments, we randomly selected 300 sen-
tences for each language from OPUS-mult, pro-
cessed them using Unsupervised-Dep, and inte-
grated them into the UD treebanks to form the train-
ing dataset. The model trained from this dataset
is referred to as Unsup. Inspired by the work of
Rybak and Wrdblewska (2018), we conducted a
comparative experiment using a data augmentation
method dubbed Self. In this approach, we used
the same raw sentences train Unsup model and
directly applied the parsing results obtained from
the UDify(org) model. These results were merged
with the original training set to train the Self model.



hy be hu kk It mr ta br fo tl yo | Few Zero
UDify(org) | 85.6 91.8 89.7 74.8 79.1 79.4 79.3 | 63.5 672 64.0 37.6 - -
UDify(our) | 86.1 92.1 89.8 76.0 79.4 743 80.8 | 69.2 72.0 784 39.4 | 84.0 67.1
Self 85.9 92,5 89.6 76.2 79.2 748 81.2 | 698 72.5 853 38.8 | 84.0 67.6
Unsup 86.3 924 900 76.2 795 740 80.5 | 72.7 719 88.0 39.6 | 84.2 68.7

Table 2: UAS(%) for few- and zero-shot languages obtained using different methods. The last two columns
display the combined test set results for few- (Few) and for zero-shot (Zero) languages. We denote the
treebank names using language codes; both the low-resource languages have only one treebank in UD
v2.3. The UDify(org) result was reported in Kondratyuk and Straka (2019).

Zero-shot Other
UAS Rest | UAS Rest
UDify(our) | 67.1 55.6 | 77.5 825
Self 67.6 56.3 | 77.5 824
Unsup 68.7 590 | 77.5 825

Table 3: UD scores on selected zero-shot and other
languages obtained by different methods. Rest(%)
refers to the average score of UPOS, UFeats,
Lemma, and LAS in the UD scores.

4.3. Result and Discussion

A comparison with the experimental findings from
Kondratyuk and Straka (2019) confirms the suc-
cessful re-implementation of UDify(our), as illus-
trated in Table 2, and reveals that our replicated
model surpasses those in related work (Choud-
hary, 2021; Ustiin et al., 2022; Mao et al., 2023).
Although no method produced a noticeable im-
provement for the few-shot languages, the results
in this table indicate a significant improvement in
UDify’s ability to parse the dependency arc-head
accuracy for zero-shot languages at the end of the
training with the Unsupervised-Dep data augmen-
tation method. This is reflected in the results for
the combined test set, where the UAS increased to
68.7%. Taking Breton from the zero-shot languages
as an example, we illustrate the changes in UAS
during the training process under different methods
in Figure 1. The figure reveals that the inclusion of
data generated through Unsupervised-Dep signifi-
cantly mitigates the reduction in UAS accuracy for
zero-shot languages over the course of the training,
thereby improving the result.

The UAS of almost every zero-shot language
improved when artificial data via Unsupervised-
Dep were included. To our knowledge, this is the
state-of-the-art result for Tagalog. The Tagalog-
TRG treebank is quite small, encompassing only
55 sentences with an average sentence length of
4.2 words in UD v2.3. In contrast, we have gath-
ered 150k Tagalog raw sentences with an average
length of 16.2 words. We believe that the quality
and quantity of raw sentences used for training
Unsupervised-Dep have a crucial impact on the
performance of the multilingual parser.
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Figure 3: Difference in UAS(%) on all test tree-
banks: blue indicates Unsup > UDify(our), orange
indicates Unsup < UDify(our). The left side of the
red dotted line shows zero-shot languages.

To further enhance UDify’s dependency parsing
accuracy in low-resource languages, we attempted
to increase the number of sentences generated by
Unsupervised-Dep data augmentatio to 500, which
we refer to as Unsup™. In the result of Unsup™, the
UAS of the selected zero-shot languages in the test
set saw further improvement, reaching 69.3%. We
depict the changes in UAS for Breton during the
Unsup™ training process in Figure 1.

Given UDify’s standing as a multilingual and
multi-task parser, assessing the impact of our pro-
posed methods on other languages and tasks is
essential. To further scrutinize the variations be-
tween the UAS results of UDify(org) and Unsup,
we carried out tests on all treebanks. As shown in
Figure 3, the results indicate that Unsup effectively
enhanced the UAS of zero-shot languages when
artificial data were created using Unsupervised-
Dep, especially for Breton and Tagalog. Meanwhile,
its impact on the parsing precision of dependency
structures in other languages is negligible.

For a comprehensive comparison, the UD scores
of the zero-shot and other languages have been
compiled in Table 3. Given that UDify must balance
the loss produced by multiple decoders during train-
ing and the work of Rybak and Wréblewska (2018),
these variations in evaluation metrics are consid-
ered reasonable. Broadly, our method has not had
a negative impact on other languages and tasks,
maintaining their performance levels.

Considering all results, we argue that creating
training data for multiple low-resource languages
using Unsupervised-Dep is both essential and ef-
fective in multilingual modeling contexts.



5. Conclusion and Future Work

This study highlights the issue of early saturation
in parsing accuracy for UDify across multiple low-
resource languages. To address this challenge, we
implemented data augmentation for several low-
resource languages through unsupervised learn-
ing. The experimental results demonstrated the
effectiveness of data augmentation method in en-
hancing the parsing performance of multilingual
parsers for low-resource languages.

Despite the limitations posed by training speed
and the quality and quantity of raw data on our ex-
periments, two possibilities remain: (1) Generating
more data for zero-shot languages could lead to
positive improvements. (2) The quality and quantity
of raw data play a crucial role in the effectiveness of
unsupervised data augmentation methods, thereby
affecting the performance of multilingual parsers.

In future work, our research aims to explore ad-
ditional influencing factors and considerations to
further enhance multilingual parsing performance
in low-resource language scenarios. Moreover, we
plan to conduct research and exploration on low-
resource languages using the latest UD treebanks.
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