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Abstract

Modular deep learning has been proposed for
the efficient adaption of pre-trained models to
new tasks, domains and languages. In partic-
ular, combining language adapters with task
adapters has shown potential where no super-
vised data exists for a language. In this paper,
we explore the role of language adapters in
zero-shot cross-lingual transfer for natural lan-
guage understanding (NLU) benchmarks. We
study the effect of including a target-language
adapter in detailed ablation studies with two
multilingual models and three multilingual
datasets. Our results show that the effect of
target-language adapters is highly inconsistent
across tasks, languages and models. Retaining
the source-language adapter instead often leads
to an equivalent, and sometimes to a better, per-
formance. Removing the language adapter after
training has only a weak negative effect, indi-
cating that the language adapters do not have a
strong impact on the predictions.

1 Introduction

Adding smaller components to a large language
model (LLM) that can be specifically targeted,
trained, stacked and exchanged is becoming in-
creasingly common (Pfeiffer et al., 2023). Partic-
ularly adapters (Houlsby et al., 2019) and LoRA
(Hu et al., 2021) are widespread for the efficient
adaption of LLMs. They often perform on par
or better than fine-tuning the models’ parameters
while avoiding issues of interference such as catas-
trophic forgetting (McCloskey and Cohen, 1989;
Ratclift, 1990).

In this work, we focus on pre-trained target-
language adapters for zero-shot cross-lingual trans-
fer. Pfeiffer et al. (2020b) found that any cross-
lingual transfer problem can be decomposed in
language and task, and introduce a setup that com-
bines task and language adapters, both indepen-
dently trained on top of a pre-trained multilingual
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model. This setup is appealing particularly for low-
resource and medium-resource languages that lack
high-quality data for supervised training as it can
be applied to unseen task-language combinations.
However, how consistent the effect of the target-
language adapter is has not been explored explicitly.
In particular, it has not been explored how includ-
ing target-language adapters compares to keeping
the source-language adapter for the cross-lingual
transfer. In addition, the detailed ablations by Pfeif-
fer et al. (2020b) focus on named entity recogni-
tion, while it remains unclear if similar results also
hold for higher-level language understanding tasks.
Therefore, we focus on three multilingual natural
language understanding (NLU) benchmarks. We
investigate the following questions:

RQI1. How robust is the positive effect of adding

a target-language adapter across languages,
models and tasks? To answer this ques-
tion, we compare the performance with target-
language adapters to other setups that keep the
source-language adapter or that only include
task adapters.

How much does the model rely on the effect
of the language adapters? We test this with
a setup that leaves out the language adapter
without substitution, and measure the perfor-
mance drop.

Does the amount of source-language and
target-language pre-training data in the base
model affect the effect of the target-language
adapter? We compare the effect of target-
language and source-language adapters condi-
tioned on the languages’ representation in the
pre-training corpora.

Surprisingly, our extensive ablations show that
instead of using the target-language adapter, we can
often retain the source-language adapter that was
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used during training, or even leave out the language
adapter after training with no negative (or even
positive) effects on the models’ performance. Even
a setup that does not include language adapters at
all is competitive and sometimes better. The results
are however inconsistent across models, datasets
and language pairs. We observe a higher benefit of
target-language adapters for lower-resource target
languages, but only for one out of four model-task
combinations.

We conclude that the contribution of language
adapters is less clear than we thought and that they
do not play an interpretable role in the decision-
making for language understanding tasks. How-
ever, they sometimes have a strong positive effect
on the performance, making it worthwhile to test
them in scenarios where they could be useful. We
suggest putting more effort into understanding if
there are interpretable properties of the base model,
task, source language or target language that cause
gains when using language adapters.

2 Related Work

Modular Deep Learning. Modular deep learn-
ing has gained attention with the primary goal of
adapting pre-trained models to new tasks and lan-
guages efficiently, but also to avoid issues of inter-
ference such as catastrophic forgetting (McCloskey
and Cohen, 1989; Ratcliff, 1990) and the curse of
multilinguality (Conneau et al., 2020). Adapters
(Houlsby et al., 2019) introduce a small number of
additional parameters, which increases the infer-
ence overhead (Hu et al., 2021) but shows promis-
ing performance. For large-enough models (>3B
parameters), language-specific adapters are even
reported to outperform continued pre-training on
unseen target languages (Yong et al., 2022). On the
other hand, Ebrahimi and Kann (2021) report that
for the XLLM-R (Conneau et al., 2020) model, lan-
guage adapters perform inferior to target-language
fine-tuning. Crucially, post-hoc fine-tuning of
adapters reportedly performs on par with includ-
ing them in pre-training (Kim et al., 2021), which
makes them particularly attractive where computa-
tional resources are limited.

Language Adapters. For language transfer with
adapters, some work has focused on aggregating
information from related languages, language fam-
ilies and genera. In the study by Lauscher et al.
(2020), syntactic tasks rely heavily on language
similarity, while it is less pronounced (though
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still existent) for semantic tasks. The UDapter
framework (Ustiin et al., 2020) integrates language
adapters in a syntactic dependency parsing model,
conditioned on typological features of the language.
Faisal and Anastasopoulos (2022) adapt MLMs to
unseen languages using hierarchical adapters in-
spired by phylogenetic trees. The tree hierarchy
enables linguistically informed parameter sharing
between related languages, leading to strong per-
formance gains, especially for very low-resource
languages and zero-shot transfer. This structured
approach is apparently getting more consistent re-
sults than continued pre-training, where a diverse
set of languages can top related languages (Fu-
jinuma et al., 2022).

The MAD-X framework (Pfeiffer et al., 2020b)
combines independently trained language and task
adapters. Input embeddings are also processed
by invertible adapters, whose inverse processes
the output embeddings. They report successful
cross-lingual transfer even for unseen combina-
tions, making it possible to use models even where
no annotated data exists for a language and even
if the language was unseen during model pre-
training. For cross-lingual transfer from a mono-
lingual model, (Artetxe et al., 2020)’s results indi-
cate some improvement using Houlsby-style lan-
guage adapters over exchanging the token embed-
dings only for NLU tasks . However, Ebrahimi
and Kann (2021) report that for languages un-
seen during pre-training, performing continued pre-
training outperforms training language adapters
and invertible adapters. He et al. (2021) explore
task adapters (with no language adapters) for cross-
lingual transfer on XLLM-R and find that they per-
form better than fine-tuning, both on the full data
and on low-resource setups. They hypothesize that
adapters better maintain the target-language knowl-
edge from pre-training as the original model’s pa-
rameters are not changed. Pfeiffer et al. (2022) pro-
pose a framework that introduces language modu-
larity at pre-training time, overcoming interference
at no parametric cost.

3 Experimental Setup

In the following, we introduce the models, adapters,
adapter training setups, ablation setups and datasets
that we use for our ablation studies of language
adapters. A link to our code including hyperpa-
rameters used to run our experiments will be pub-
lished after the anonymity period. The code, in-



cluding the hyperparameters used to run our ex-
periments, is available at https://github.com/
oskarholmstrom/lang-adapters-impact.

3.1 Model and Adapters

We use XLM-Roberta-base (XLM-R), trained
on 100 languages (Conneau and Lample, 2019;
Conneau et al., 2020), and multilingual BERT
(mBERT), trained on 104 languages (Devlin et al.,
2019). Most languages we test on are included in
the pre-training of both models with the exception
of Haitian Creole (ht) for XLM-R and Quechua
(qu) for both models. We use pre-trained lan-
guage adapters from AdapterHub (Pfeiffer et al.,
2020a). We train task-specific Pfeiffer adapters us-
ing AdapterHub’s associated adapter-transformers
library!. Only task adapter parameters and classi-
fication heads are trained; language adapters and
model parameters are kept frozen.

Adapter Setups. We train models with source-
language adapters and evaluate them on the target
language in three setups:

* Target replaces source-language adapters with
target-language adapters at evaluation time.

* Source keeps the source-language adapters
even at evaluation time.

* None leaves out the language adapter entirely
at evaluation time (although still trained with
source-language adapters).

To test if language adapters are beneficial at all, we
include a fourth setup:

¢ In None;,., models are both trained and eval-
uated without language adapters. Only task
adapters are included in the models.

Pre-Training Data.  For ablations that test the
effect of the representation of the source- and tar-
get language in the pre-training corpus, we create
a ranking. For XLM-R, we use the data on lan-
guage representation given in the original paper
(Conneau and Lample, 2019). mBERT is trained
on Wikipedia data’. While no exact numbers or
details on the dump are given, we estimate the
size with the current number of articles for each
"https://github.com/adapter-hub/
adapter-transformers

2Source: https://github.com/google-research/
bert/blob/master/multilingual.md

26

language’. Wikipedia data was also used for the
pre-training of the language adapters.

Lang. XLM-R #Tokens) mBERT (#Articles)
Ar 2,869M 1.2M
De 10,297M 2.9M
El 4,285M 229K
En 55,608M 6.8M
Es 9,374M 1.9M
Et 843M 241K
Hi 1,715M 160K
Ht not included 69K
Id 2,2704M 676K
Ja 530M 1.4M
Qu not included not included (24K)
Ru 23,408M 2.0M
Sw 275M 79K
Tr 2,736M 543K
Vi 24,775TM 1,3M
Zh 259M+176M 1.4M

Table 1: Representation of languages in the pre-training
corpora of the models. The mBERT data is approxi-
mated with the current number of Wikipedia articles.
Quechua was not included in mBERT’s pre-training.
Wikipedia data was also used for the pre-training of the
language adapters.

3.2 Data Sets

We evaluate language adapters on three natural lan-
guage understanding and commonsense reasoning
data sets. All data sets include human translations
from the English original into several diverse lan-
guages, and are balanced with respect to the dif-
ferent labels. XCOPA is the only of the three data
sets that was also included in the original MAD-X
evaluation (Pfeiffer et al., 2020b).

PAWS-X. English PAWS (Zhang et al., 2019) is
a paraphrase detection data set. Specifically, the
task is to classify if a pair of sentences is a para-
phrase or not. PAWS includes 108,463 paraphrase
and non-paraphrase pairs deliberately chosen to
have a high lexical overlap. PAWS-X (Yang et al.,
2019) is a multilingual extension of English PAWS.
It includes 51401 examples human-translated into
German (de), Spanish (es), French (fr), Japanese
(ja), Korean (ko) and Chinese (zh).

3https: //meta.wikimedia.org/wiki/List_of_
Wikipedias (version: 2023/12/15)
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XNLI. The Multi-Genre Natural Language Infer-
ence (MultiNLI) corpus (Williams et al., 2018) is a
multi-genre corpus with the goal of classifying the
entailment relation of a pair of sentences. Possible
labels are entailment, neutral or contradiction. The
corpus contains a total of 432,702 sentence pairs.
XNLI (Conneau et al., 2018) extends MultiNLI
with human translations into Arabic (ar), Bulgarian
(bg), German (de), Greek (el), Spanish (es), French
(fr), Hindi (hi), Russian (ru), Swahili (sw), Thai
(th), Turkish (tr), Urdu (ur), Vietnamese (vi) and
Chinese (zh).

XCOPA. The Choice Of Plausible Alternatives
(COPA) dataset (Roemmele et al., 2011; Gordon
et al., 2012) is part of the SuperGLUE benchmark
(Wang et al., 2019) and consists of 500 training
and 500 test examples. Each example consists
of a premise, a question (What was the CAUSE?
or What happened as a RESULT?) and two an-
swer options. The task is to select the option that
is more likely to have a causal relation with the
premise. XCOPA (Ponti et al., 2020) is a multi-
lingual extension that includes human translations
of the evaluation data into Estonian (et), Haitian
Creole (ht), Indonesian (id), Italian (it), Eastern
Apurimac Quechua (qu), Kiswahili (sw), Tamil
(ta), Thai (th), Turkish (tr), Vietnamese (vi), and
Mandarin Chinese (zh).

3.3 Evaluation Setup

For each experiment, we report the mean accuracy
over five random seeds. For better comparabil-
ity across models, we only include the languages
from the data sets for which pre-trained language
adapters exist on AdapterHub for both models.

4 Results

Given the large number of combinations of models,
tasks and language pairs in our experiments, we
summarise them and present individual results of
particular interest in this section. The full results
can be found in Appendix A.

4.1 General Trends

Overall, as we see in table 2 that the Noney,
model is the best-performing setup. For the in-
dividual models, there is however always a similar-
performing setup that includes language adapters:
For XLLM-R, the Target setup has the same perfor-
mance, while for mBERT, the difference to Source
is negligible (0.1%). For XLM-R, using Target has
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an advantage of 2.4% over Source, but for mBERT,
it is vice versa with a difference of 2.1%.

Target Source None Noney,
XLM-R 72.6 70.2 71.0 72.6
mBERT  62.7 64.8 59.8 64.9

Table 2: Average results for each model over all lan-
guages and datasets (XNLI, PAWS-X and XCOPA).

Breaking down the results by datasets, we see
in table 3 that the best-performing setup varies no-
tably. All setups except None perform best for
at least one model-task combination. And while
Noney, was the best overall, we see that Target per-
forms the best on three out of six combinations.
Note in this context that the results in table 2 were
not adjusted for the number of languages included
in the datasets, leading to the smaller PAWS-X set
being underrepresented. The difference between
Target and None varies from 0.6% to 5.4%, show-
ing that the reliance of the model on the language
adapter is inconsistent.

4.2 Transfer from English

We now zoom into the different target languages,
focusing on cross-lingual transfer with English as
the source language. This is arguably the most real-
istic scenario due to the large amount of annotated
data available in English. Similar tables for other
source languages are presented in Appendix A.

PAWS-X. The results for PAWS-X are reported
in table 4. For XLM-R, all setups show a relatively
similar performance, with the range of the average
across languages being between 77.3% (English
and None) and 78.2% (Noney,). For mBERT, None
is an outlier with a strong drop in performance that
is consistent across all target languages, getting
an accuracy of only 69.4% instead of 76.3-77.4%,
while keeping the English source-language adapter
is the best setup in all languages.

XNLI. Results for XNLI are reported in table 5.
For XLLM-R, the None,, setup that is trained and
evaluated without language adapters performs best,
and this is the case for 7 out of 10 cross-lingual
evaluation languages and for English. Comparing
Target and Source, there is a small advantage for
using the target-language adapters (on average 70.6
versus 70.0%), but the results are inconsistent over
target languages: For 5 evaluation languages, the
target-language adapter is better, for 4 languages,



XLM-R mBERT
Target Source None None;, Target Source None Noney,

XNLI 72.1 69.4 70.3 72.4 60.5 62.9 579 63.3

PAWS-X  80.9 80.1 80.3 80.8 76.7 78.0 71.3 77.0

XCOPA  53.7 51.9 52.3 50.3 52.3 51.3 514 514

Table 3: Average results for all model-task combinations.
XLM-R mBERT

Target English None None; Target English None Noney,

En 914) @14 (©1.00 ©1.1) @1.3) 1.3) (827 (90.4)
De 83.3 82.3 82.4 83.2 81.1 82.2 73.1 81.2
Es 84.0 84.1 83.5 84.1 82.0 83.1 72.8 81.6
Ja 69.7 69.2 69.6 70.2 69.7 69.9 64.1 69.1
Zh 74.3 73.7 73.8 75.1 72.6 73.6 67.8 73.4
Avg. T71.8 77.3 77.3 78.2 76.4 77.2 69.4 76.3

Table 4: Results on PAWS-X with transfer from English (en) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on English are included for reference but excluded from the average.

the English adapter is better, and for one language,
they get the same results. For mBERT, keeping the
English adapter is the overall best setup with 63.0%
(and the best for 9 out of 10 languages), followed
by Noney, with 62.2%. Exchanging the adapter
and especially leaving it out after training can have
a strong negative effect for mBERT, showing a
higher reliance on the language adapter parameters:
The drop when using None as compared to using
the English adapter that was active during training
is 9.4 percentage points.

XCOPA. Results for XCOPA are reported in
table 6. For XLLM-R, target-language adapters in-
crease the performance consistently compared to
all other setups. Noney, is the lowest-performing
setup by a notable margin (50.3% compared to
52.0-53.8% for the other setups), showing that this
model-task combination draws the strongest posi-
tive effect from including language adapters in the
training. The results for mBERT are more mixed:
While Target performs best on average, it only per-
forms better than the English adapter for half of
the languages. Compared to the other two datasets,
exchanging adapters after training does not have a
negative impact on mBERT; the English adapter is
even the worst on average, while Target is the best
setup with a margin of 1.0 to 1.1%.

For XLLM-R, there are previous results by Pfeif-
fer et al. (2020b). Our accuracy scores are lower
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than theirs. However, our results are not directly
comparable to theirs as they perform sequential
fine-tuning of the task adapter that additionally con-
tains the SIQA dataset, what reportedly improves
the performance on XCOPA (Sap et al., 2019).

4.3 Effect of Pre-Training Data

In this section, we contrast the amount of pre-
training data of source and target languages by
visualising the improvement of using the target-
language adapter as compared to keeping the
source-language adapter. This is inspired by Pfeif-
fer et al. (2020b)’s evaluation that finds that adding
language adapters helps more for the transfer from
high-resource to low-resource languages in named
entity recognition. Note that for XCOPA, training
data only exists for English, therefore we limit this
analysis to PAWS-X and XNLI.

PAWS-X. The cross-lingual transfer for PAWS-
X, as seen in Figure 1, does not show a consis-
tent pattern. For mBERT, we see that having a
lower-resource source language correlates with a
decreased performance with the target-language
adapter. It has to be noted though that for this
dataset, none of the evaluated languages is particu-
larly low-resource, as we can see in Table 1.

XNLI. For the XNLI data set, we report the re-
sults for both models in Figure 2. For XLM-R,
we observe a tendency for lower-resource target



XLM-R mBERT

Target English None None; Target English None Noney,

En (81.8) (81.8) (81.5) (81.7) (78.1) (78.1) (70.9) (77.7)
De 73.6 73.3 73.4 73.6 66.1 67.9 58.1 67.5
Ru 724 72.4 72.7 72.8 64.1 64.6 55.0 64.1
Es 76.0 76.2 75.9 75.9 69.1 71.4 62.5 70.5
Zh  70.0 71.7 70.8 71.0 66.3 67.4 57.7 65.8
Vi 71.6 71.5 71.3 71.8 68.2 68.4 58.7 66.8
Ar 68.6 65.8 68.2 68.8 38.7 62.7 50.7 61.9
Tr 69.8 70.7 70.2 71.0 62.0 61.3 50.6 60.4
El 72.3 71.9 71.8 72.0 60.8 60.9 54.0 60.2
Hi 66.7 67.1 66.9 67.2 57.1 57.4 47.6 56.5
Sw 652 59.0 62.4 62.7 374 47.7 40.8 48.2
Avg.  70.6 70.0 70.4 70.7 59.0 63.0 53.6 62.2

Table 5: Results on XNLI with transfer from English (en) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on English are included for reference but excluded from the average.

XLM-R mBERT
Target English None None; Target English None Noney,
Zh 55.2 55.0 543 494 53.7 52.7 54.2 532
Vi 553 54.9 55.1 52.8 51.6 52.9 51.1 52.6
Tr 53.1 51.9 51.2 49.3 51.9 53.2 54.1 55.6
Id 55.7 53.6 53.4 49.8 50.4 50.8 50.8 50.8
Et 54.1 50.7 523 514 53.8 49.3 49.1 51.2
Sw 540 49.7 52.0 49.7 50.0 50.4 50.5 49.1
Ht 51.2 48.6 50.6 49.6 54.6 52.7 51.2 50.2
Qu 514 51.2 49.6 50.2 52.6 48.5 49.8 48.2
Avg. 53.8 52.0 523 50.3 52.3 51.3 514 514

Table 6: Results on XCOPA with transfer from English (en) into all evaluated target languages, ordered by pre-

training resources top-to-bottom.

- 0.00 H-D.OB 0.47 059

0.00 0.66 104

®, - 027

ﬂﬂ-&m’: 071 0.00
| | |

en de e jJa zh
Target

de en

Kl

i

en de e jJa zh
Target

Source

2
RN BEN 000 032 9

=
]

Figure 1: Difference between the target-language
adapter and source-language adapter on PAWS-X for
XLM-R (left) and mBERT (right) for each source and
target language. The amount of pre-training data de-
creases top-to-bottom/left-to-right.
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languages to benefit more, as the right side of the
Figure has higher numbers. A strong outlier ef-
fect is visible for the lowest-resource language in
our evaluation, Swabhili, where the gains from the
target-language adapter are bigger than for all other
target languages by a large margin. Surprisingly,
we also see that the benefit of Target for English
as a source language is smaller than for all other
source languages. For mBERT, we do not see a gen-
eral pattern across all or most of the lower-resource
languages. However, with Swahili and Arabic, two
outliers show a strongly negative effect from their
target-language adapters, except when transferred
to each other (and, for Swahili, from Russian).
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Figure 2: Difference between the target-language adapter and source-language adapter on XNLI with XLM-R
(left) and mBERT (right) for each source and target language. The amount of pre-training data decreases top-to-

bottom/left-to-right.

5 Discussion

In Section 4 have observed relatively inconsistent
results regarding the utility of language adapters,
and of target-language adapters in particular. In the
following, we discuss the relation of our results to
the research questions introduced in Section 1, as
well as the variance across datasets, limitations of
our experiments, and avenues for future work.

5.1 Effect of Target-Language Adapters
(RQ1)

The positive effect of adding a target-language
adapter instead of keeping the source-language
adapter is inconsistent. While the XLM-R model
gains on average 2.4% across all combinations
of tasks, source languages and target languages,
the mBERT model loses on average 2.1% (Table
2). For the XCOPA dataset, the target-language
adapters appear to be crucial to transfer skills, espe-
cially for the XLLM-R model but to a lesser extent
also for mBERT. For the other two datasets, the
results are however mixed. Even where the target-
language adapter has an advantage, keeping the
source-language adapter does not hurt the perfor-
mance much. This indicates that while zero-shot
cross-lingual transfer is possible, for the languages
we test on, the performance does not rely much on
the target-language adapters. It also indicates that
we do not observe a strong isolated modular effect
of the language adapters. In line with previous re-
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sults by He et al. (2021), we hypothesise that much
of the target language performance comes from
the frozen base model’s multilingual capabilities,
combined with the task adapter and classification
head. This is also confirmed by the finding that
no language adapter at all (the Noney, setup) of-
ten performs on par or better than the models with
language adapters.

5.2 Reliance on Language Adapters (RQ2)

The drop in performance when removing the lan-
guage adapter that was included at training time
without substitution is weak for XLM-R which
loses only 1.6% compared to the Target setup and
0.8% compared to the Source setup. For mBERT
however, it is much stronger, with —2.9% com-
pared to the Target and —5.0% compared to the
Source setup. mBERT appears to be more sensi-
tive to adapter changes after training, indicating
that it relies more on the parameters of the lan-
guage adapters than the relatively robust XLM-R
model. However, it does not appear that the lan-
guage adapter parameters themselves are heavily
important, as None,, does not see a similar drop.
We conclude that the contribution of the language
adapters is small.

Related results indicating that the modular role
of adapters is inconsistent and not always pre-
dictable have been reported by Riicklé et al. (2021)
pruning adapters from AdapterFusion models to



reduce inference time. They show that this is often
possible without sacrificing task performance.

5.3 Effect of Pre-Training Resources (RQ3)

We do not observe a consistent pattern that would
indicate that transfer from high-resource to lower-
resource languages is more beneficial. In this re-
spect, the NLU benchmarks appear to differ from
named entity recognition, where Pfeiffer et al.
(2020b) observed a strong effect. That lower-
resource languages benefit more is notable for the
combination of the XLLM-R model and XNLI, but
not for the other three model-task combinations.
For source languages, we do not see the expected
effect; on the contrary, English as the source lan-
guage has the worst record for Target. We do how-
ever note large differences between language pairs,
and outlier languages that benefit or lose more than
other languages. This suggests that while language
adapters and specifically target-language adapters
are not always beneficial, it is worthwhile to test
them for every target language individually.

Looking at Quechua, which is not included in the
pre-training of either model, and Haitian Creole,
which is not included in the pre-training of XLM-R,
we observe a positive effect of the target-language
adapter. However, both languages are included
only in the XCOPA dataset which benefits most
from target-language adapters in general, and do
not stand out with a higher margin to the Source
setup than other languages.

5.4 Variance across Datasets

We have observed that for XCOPA, the target-
language adapters are more crucial, while for
PAWS-X and XNLI, the cross-lingual transfer
works similarly well without the language adapter,
based on the multilingual capabilities of the pre-
trained base model only. A natural question arising
from this observation is what causes these differ-
ences. One obvious fact is that COPA is a harder
task, with models reaching a relatively low perfor-
mance. In comparison, XNLI is translated from
MultiNLI which is reportedly robust to random
word-order permutations (Sinha et al., 2021), in-
dicating that lexical cues and less nuanced inter-
actions between words play a large role. This is
confirmed by the results of Kew et al. (2023) who
compare English versus multilingual instruction
fine-tuning of LLMs for cross-lingual transfer and
find that for highly structured tasks like XNLI, the
language of the fine-tuning plays less of a role. To
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what extent this is also the case for COPA examples
that the models succeed on remains to be tested.

Another hypothesis is that the translations play a
role. The translations of XCOPA may be less close
to the English source, making a better command of
the target language crucial. Closer and more literal
translations of PAWS-X and XNLI may enable an
easier inheritance of skills learned in English.

5.5 Limitations and Future Work

Architecture. While we do not observe higher
increases from Source to Target for lower-resource
languages, there remain large differences in over-
all performance that correlate with pre-training re-
sources, indicating that cross-lingual transfer is far
from a solved problem. The potential of language
adapters to narrow this gap has not been exhaus-
tively tested in this work. We have only explored
the Pfeiffer adapter architecture and only one sin-
gle language adapter at a time. As we discussed in
Section 2, there are alternative methods which can
be explored. The analysis could even be extended
with models introducing modularity already at pre-
training time (Pfeiffer et al., 2022), which has a
different scope but may reveal important insights.

A factor that may limit the potential of language
adapters trained post-hoc is the finding that cross-
lingual capabilities emerge late in pre-training, as
reported by Blevins et al. (2022) doing probing
studies on pre-training checkpoints of XLM-R.
More work on the interactions of languages in mul-
tilingual models, and the prerequisites for success-
ful cross-lingual transfer, may inform the design
and training of language adapters in the future.

Languages and Data.  Another avenue for fu-
ture work is a more thorough investigation of
adapters for more languages not included in the
base model’s pre-training. Even adapters for new
languages in monolingual models (Artetxe et al.,
2020) would be an insightful addition to our anal-
ysis. A limiting factor, as in the present work, is
the lack of high-quality language understanding
benchmarks that cover a broad set of languages.
In addition, all datasets we use are translations
from the English original, which commonly in-
troduces translation artefacts translation artifacts
(Gellerstam, 1986; Freitag et al., 2019). The cre-
ation of more such datasets would enable a better
understanding of cross-lingual transfer methods.



6 Conclusion

In this work, we performed extensive ablations
on cross-lingual transfer with pre-trained language
adapters for NLU benchmarks. We found that the
inclusion of target-language adapters appears to
have a small benefit on average, but it is slight and
varies significantly across languages, models and
tasks. As the effect is not robust and we do not
observe patterns clear enough to predict it, it re-
mains to be tested for each use case and language
individually. Keeping the source-language adapter
often has a surprisingly good performance, and for
one of two models, even leaving out the adapter
without substitution is possible without large per-
formance drops. This shows that the model does
not rely much on the language adapter, and that
language adapters do not appear to be an impactful
isolated language module.

While this work provides new insights into the
utility of language adapters for NLU, many ques-
tions remain open. We conclude that there is a
need to identify the specific conditions — such as
properties of the base model, task, source, and tar-
get languages — under which language adapters
enhance performance, and thereby unlocking their
usefulness in a broader setting.
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A Full results

In this section, we present the full results for both
models, all three tasks, and all language pairs.

XNLI. For XNLI, we report the results for each
source language in the following tables, in decreas-
ing order of the languages’ representation in the
pre-training corpora of the models: English (Table
7), German (Table 8), Russian (Table 9), Spanish
(Table 10), Chinese (Table 11), Vietnamese (Table
12), Arabic (Table 13), Turkish (Table 14), Greek
(Table 15), Hindi (Table 16), and Swahili (Table
17). For XLM-R, note the better performance of
the Target compared to the Source setup for source
languages other than English, which we discussed
in section 5.3. For mBERT however, the patterns
for the other source languages are similar to the
patterns for English.

PAWS-X. For PAWS-X, the results for each
source language are found in the following tables,
ordered from highest resource to lowest resource:
English (Table 18), German (Table 19), Spanish
(Table 20), Japanese (Table 21), and Chinese (Ta-
ble 22). For this dataset, we do not observe major
differences between different source languages.

XCOPA. Lastly, for XCOPA, there exists a train-
ing set only for English. Therefore, we cannot pro-
vide results for other source languages. The results
for English are detailed in Table 23.

The impact of source language pre-training re-
sources on the performance.  Another obser-
vation we would like to draw attention to is the
fact that we do not observe a tendency that higher-
resource source languages lead to a higher per-
formance in cross-lingual transfer: For English
as a source language, the best result for XLM-R
and XNLI is 70.7% and for mBERT and XNLI, it
is 63.0% accuracy. For the lowest-resource lan-
guage, Swahili, the corresponding numbers are
72.2% accuracy for XLM-R and 61.3% accuracy
for mBERT. For PAWS-X, for English, the best re-
sult for XLM-R is 78.2%; for mBERT, it is 77.2%.
For the lowest-resource language Chinese, the cor-
responding numbers are higher: 81.9% for XLM-R
and 78.6% for mBERT. While the increase is likely
to be caused by the fact that the target languages
for lower-resource languages are relatively higher-
resourced, the patterns we observe show that the
amount of pre-training resources of the source lan-
guage is not of importance for these two datasets.
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XLM-R mBERT
Target English None None; Target English None Noney,

en (81.8) (81.8) (81.5) (8L.7) (78.1) (78.1) (70.9) (77.7)
de 736 733 734 736 661 679 581 675
o 724 724 727 728 641 646 550 641
es 760 762 759 759  69.1 714 625 705
zh 700 717 708 710 663 674 577 658
vi 716 715 713 718 682 684 587 668
ar 636 658 682 688 387 627 507 619
r 698 707 702 710 620 613 506 604
el 723 719 718 720 608 609 540 602
hi 667 671 669 672 571 574 476 565
sw 652 590 624 627 374 477 408 482

Avg.  70.6 70.0 70.4 70.7 59.0 63.0 53.6 62.2

Table 7: Results on XNLI with transfer from English (en) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on English are included for reference but excluded from the average.

XLM-R mBERT
Target German None None; Target German None Noney,

en 80.0 78.7 79.1 80.5 74.3 74.2 67.9 74.2
de (76.1) (76.1) (749) (75.6) (71.9) (71.9) (65.9) (71.2)
ru 73.5 71.4 72.7 74.1 66.6 66.5 59.7 66.0
es 76.4 74.1 75.0 76.5 71.5 71.6 64.7 70.9
zh 73.4 72.7 72.9 73.8 67.6 68.4 60.1 67.4
vi 73.5 71.3 72.1 73.4 67.3 68.0 60.2 67.3
ar 70.6 63.4 69.4 71.1 42.0 62.4 53.2 63.7
tr 71.6 67.4 70.9 72.9 62.8 60.9 53.2 61.4
el 73.1 69.0 72.2 73.1 61.6 62.1 55.7 61.8
hi 68.8 65.9 68.5 69.6 584 58.0 50.1 58.8
swW 66.7 51.8 63.1 64.2 36.5 45.7 40.3 493

Avg. 728 68.6 71.6 72.9 60.9 63.8 56.5 64.1

Table 8: Results on XNLI with transfer from German (de) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on German are included for reference but excluded from the average.
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XLM-R mBERT
Target Russian None Nones; Target Russian  None  Noney,

en 803 794 798 807 733 732 690 735
de 745 733 738 749 673 685 633 687
ru (747)  (747)  (74.0) (749) (69.5) (69.5) (64.2) (69.4)
es 761 751 758 767 706 708 662 708
zh 733 731 726 733 667 680 610 677
vi 734 737 725 738 669 657 620 677
ar 703 670 696 712 389 579 566  63.0
o 715 681 712 722 624 544 563 610
el 733 700 729 738 605 584 580 619
hi 694 670 689 696 565 533 521  59.1
sw 678 567 646 645 402 390 442 472

Avg.  73.0 70.3 72.2 73.1 60.3 60.9 58.9 64.1

Table 9: Results on XNLI with transfer from Russian (ru) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on Russian are included for reference but excluded from the average.

XLM-R mBERT
Target Spanish None None; Target Spanish None Noney,

en 80.2 79.5 79.5 80.5 75.4 75.3 71.7 75.0
de 74.0 71.7 73.4 74.8 69.0 68.0 65.2 68.4
ru 72.7 71.5 71.9 73.7 66.5 66.5 61.9 65.3
es (769 (769 (759 (77.1) 742y (742) (70.2) (73.9)
zh 71.4 71.7 71.2 73.0 67.1 68.6 63.0 67.4
vi 72.3 72.0 71.6 73.6 66.1 68.3 63.4 67.5
ar 67.2 67.8 67.7 70.4 42.6 62.7 57.2 62.7
tr 70.6 66.8 70.2 71.9 60.7 59.1 553 60.3
el 72.1 69.9 71.4 73.1 62.0 61.7 58.1 61.5
hi 67.7 66.1 67.6 69.1 57.2 56.4 519 57.6
sW 65.6 55.5 62.6 63.2 38.1 45.0 45.8 48.3

Avg. 714 69.2 70.7 72.3 60.5 63.2 59.4 63.4

Table 10: Results on XNLI with transfer from Spanish (es) into all evaluated target languages, ordered by pre-
training resources top-to-bottom. Results on Spanish are included for reference but excluded from the average.
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XLM-R mBERT
Target Chinese None None;, Target Chinese None Noney,

en 78.7 78.0 77.8 79.0 73.4 73.1 70.9 72.6
de 72.9 71.8 71.4 73.7 66.2 67.6 65.2 67.1
ru 72.3 69.0 70.8 72.6 65.1 65.6 63.4 66.0
es 74.6 73.9 73.5 75.5 69.0 70.1 67.9 69.6
zh  (73.7)  (73.77) (727) (744) (72.1) (72.1) (68.9) (71.5)
vi 72.5 73.2 71.4 73.5 66.9 68.5 64.8 67.7
ar 68.9 65.2 67.6 69.9 34.7 62.5 59.6 62.3
tr 69.6 65.3 69.4 71.7 61.9 59.2 58.2 60.7
el 71.0 69.2 70.5 72.5 58.3 60.4 58.8 60.5
hi 67.3 64.0 66.8 68.8 57.2 58.3 54.2 58.9
swW 65.6 50.6 62.6 64.0 33.7 42.4 44.9 43.7

Avg. 713 68.0 70.2 72.1 58.6 62.8 60.8 62.9

Table 11: Results on XNLI with transfer from Chinese (zh) into all evaluated target languages, ordered by pre-
training resources top-to-bottom. Results on Chinese are included for reference but excluded from the average.

XLM-R mBERT

Target Vietnamese None None; Target Vietnamese None Noney,
en 78.3 717.1 76.9 79.5 72.6 71.8 70.0 72.3
de 73.6 69.4 71.0 74.2 66.8 66.8 64.4 66.4
ru 72.6 69.2 69.1 73.5 65.4 64.7 61.9 64.8
es 75.3 72.0 72.4 75.9 69.2 70.1 67.4 69.5
zh 72.5 71.0 70.1 73.3 66.3 69.1 65.9 68.0

vi (74.7) (74.7) (70.9) (74.8) (71.0) (71.0) (68.5) (70.3)
ar 69.9 63.0 67.2 70.4 39.5 61.0 58.5 62.0
tr 71.8 70.0 68.4 72.3 63.4 60.3 59.3 60.1
el 72.7 65.1 69.9 73.1 60.8 61.1 60.6 61.9
hi 68.9 63.8 66.8 69.1 58.5 58.1 55.8 57.8
SW 65.7 50.4 61.1 63.5 37.8 46.4 47.1 48.6
Avg. 721 67.1 69.3 72.5 60.0 62.9 61.1 63.1

Table 12: Results on XNLI with transfer from Vietnamese (vi) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on Vietnamese are included for reference but excluded from the
average.
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XLM-R mBERT

Target Arabic None None; Target Arabic None Noney,
en 78.4 78.4 76.5 79.9 69.6 71.4 63.4 71.4
de 72.5 73.8 69.8 74.5 65.2 66.8 60.0 66.5
ru 714 68.8 68.1 73.4 62.5 64.4 57.0 64.0
es 75.0 75.1 72.8 76.3 67.1 69.7 61.8 69.9
zh 71.0 72.1 68.0 72.9 65.1 67.3 60.7 66.5
vi 72.3 73.1 69.0 73.4 64.5 63.3 58.8 66.8

ar (72.6) (72.6) (68.7) (72.3) (67.1) (67.1) (59.5) (65.9
tr 70.2 56.8 66.6 72.1 58.4 59.2 54.3 60.0
el 71.6 71.1 69.8 73.2 58.1 61.9 56.4 61.2
hi 67.4 67.7 65.0 68.8 57.2 57.8 53.0 56.6
SW 66.0 534 61.1 63.8 57.5 47.0 44.8 49.0
Avg. 71.6 69.0 68.7 72.8 62.5 62.9 57.0 63.2

Table 13: Results on XNLI with transfer from Arabic (ar) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on Arabic are included for reference but excluded from the average.

XLM-R mBERT

Target Turkish None None; Target Turkish None Noney,
en 78.1 76.8 75.8 79.0 70.8 68.6 68.3 67.9
de 73.5 71.3 69.6 73.8 66.2 66.0 64.9 65.4
ru 72.4 70.6 67.6 73.4 64.1 63.9 61.8 62.4
es 74.8 72.7 71.2 75.7 66.8 67.2 65.8 66.6
zh 70.2 72.2 65.4 73.3 64.4 66.1 63.1 65.2
vi 72.3 71.1 66.7 73.0 65.8 65.5 62.7 65.1
ar 70.4 61.0 64.5 69.7 390.8 61.1 58.9 61.0

tr (73.7) (73.7) (68.0) (73.7) (68.0) (68.0) (64.5) (67.1)
el 71.8 68.1 68.2 72.3 59.9 59.3 59.2 59.9
hi 68.5 66.1 63.8 69.3 58.0 58.1 55.2 57.6
SW 66.2 53.1 58.4 64.8 36.3 48.2 47.2 504
Avg. 718 68.3 67.1 72.4 59.2 62.4 60.7 62.2

Table 14: Results on XNLI with transfer from Turkish (tr) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on Turkish are included for reference but excluded from the average.
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XLM-R mBERT
Target Greek None None; Target Greek None Noney,

en 79.5 7877 784 79.9 69.3 68.9 647 70.6
de 74.6 732 73] 74.7 66.0 66.1 62.1 66.3
ru 73.2 719 721 73.7 64.2 63.5 60.3 64.8
es 76.5 75.4 755 76.5 67.9 68.3 64.3 69.0
zh 72.2 71.1 71.5 73.4 60.0 65.0 604 65.3
vi 72.6 72.8 71.3 73.3 64.5 64.2 618 65.4
ar 69.9 68.6 693 70.9 45.7 590 573 61.7
tr 70.7 67.8 69.8 71.8 60.5 579 559 60.5
el (744) 744) (73.2) (73.8) (659) (659) (61.2) (64.8)
hi 68.3 66.0 67.8 69.2 55.6 540 522 57.9
sW 67.0 58.6  63.1 64.5 41.0 433 45.4 49.2

Avg. 725 704 T71.2 72.8 59.5 61.0 58.4 63.1

Table 15: Results on XNLI with transfer from Greek (el) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on Greek are included for reference but excluded from the average.

XLM-R mBERT
Target Hindi None None; Target Hindi None Noney,

en 77.7 76.3 76.6 71.3 68.0 66.7 617 68.4
de 72.7 69.1 70.4 72.5 64.5 644  61.1 64.7
ru 71.7 68.3 69.0 71.8 62.8 62.5 5838 63.9
es 73.9 704 718 73.6 66.0 66.0 62.2 65.3
zh 70.7 67.8  68.2 71.2 65.8 654  61.7 64.8
vi 71.8 714  69.8 71.6 65.9 649 612 65.3
ar 69.0 63.6 663 69.1 36.9 582 563 60.8
tr 70.9 65.3 68.6 70.9 62.0 582 574 60.6
el 71.5 66.7  70.1 71.4 60.4 5777 583 60.6
hi  (68.5) (68.5) (66.1) (68.2) (63.2) (63.2) (59.5) (61.7)
swW 66.3 56.0 o6l.1 63.1 33.9 469 465 50.1

Avg. 71.6 67.5 69.2 71.2 58.6 61.1 58.5 62.4

=

Table 16: Results on XNLI with transfer from Hindi (hi) into all evaluated target languages, ordered by pre-training
resources top-to-bottom. Results on Hindi are included for reference but excluded from the average.
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XLM-R mBERT

Target Swahili None None; Target Swahili None Noney,
en 78.1 77.6 77.2 71.3 67.6 69.5 53.5 67.4
de 73.0 70.7 72.1 72.1 56.6 62.8 47.4 59.6
ru 72.6 70.9 71.1 71.7 58.0 62.7 46.4 61.0
es 74.8 72.1 73.5 73.6 59.7 63.5 49.0 63.2
zh 71.8 70.5 70.7 72.1 60.8 63.6 44.9 61.7
vi 71.8 714 70.5 72.4 554 64.5 48.7 63.0
ar 68.6 66.7 67.9 69.5 60.7 58.7 42.8 59.0
tr 71.1 65.6 70.1 70.2 50.4 55.0 433 55.2
el 71.8 66.9 70.8 70.8 48.7 57.8 443 57.1
hi 68.0 65.0 67.3 68.0 49.5 55.1 42.1 52.9

sw  (68.0) (68.0) (64.6) (66.7) (62.3) (62.3) (45.6) (60.2)
Avg. 722 69.7 71.1 71.8 56.7 61.3 46.2 60.0

Table 17: Results on XNLI with transfer from Swahili (sw) into all evaluated target languages, ordered by pre-
training resources top-to-bottom. Results on Swahili are included for reference but excluded from the average.

XLM-R mBERT

Target English None None; Target English None Noney,

en (914) (914 (9100 OL1) ©1.3) O1L3) (@&27) (90.4)
de 83.3 82.3 824 83.2 81.1 82.2 73.1 81.2
es 84.0 84.1 83.5 84.1 82.0 83.1 72.8 81.6
ja 69.7 69.2 69.6 70.2 69.7 69.9 64.1 69.1
zh 74.3 73.7 73.8 75.1 72.6 73.6 67.8 73.4
Avg. 778 77.3 71.3 78.2 76.4 77.2 69.4 76.3

Table 18: Results on PAWS-X with transfer from English (en) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on English are included for reference but excluded from the average.

XLM-R mBERT
Target German None None;, Target German None Noney,
en 90.1 89.3 89.4 89.8 86.9 87.8 80.7 86.2
de (84.5) (84.5) (839) (84.3) (81.6) (81.6) (74.3) (81.0)
es 84.3 83.6 83.7 84.2 78.9 80.8 74.3 79.8
ja 71.0 69.4 70.6 71.6 66.4 68.4 64.0 68.9
zh 75.2 74.2 75.0 75.1 71.7 73.1 68.8 72.0
Avg.  80.1 79.1 79.7 80.2 76.0 77.5 72.0 76.7

Table 19: Results on PAWS-X with transfer from German (de) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on German are included for reference but excluded from the average.
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XLM-R mBERT
Target Spanish None None; Target Spanish None Noney,

en  90.1 896 896 899 8.1 877 779 872
de 835 821 84 829 803 807 685 805
es  (86.4) (86.4) (84.4) (850) (83.0) (83.0) (67.6) (83.1)
ja 709 677 694 704 673 692 622 695
zh 754 730 746 750 718 728 639 726

Avg.  80.0 78.1 79.0 79.6 76.9 77.6 68.1 77.4

Table 20: Results on PAWS-X with transfer from Spanish (es) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on Spanish are included for reference but excluded from the average.

XLM-R mBERT
Target Japanese None None; Target Japanese None Noney,

en 87.3 87.0 86.9 87.2 74.9 78.0 73.1 75.4
de 82.0 80.8 81.4 81.7 72.3 74.4 70.7 71.7
es 81.4 80.2 80.9 82.7 72.2 75.7 71.7 73.2
ja. (743)  (743) (73.5) 737y (72.1)  (72.1)  (68.8) (71.5)
zh 77.3 77.0 77.4 77.1 73.5 74.1 69.7 72.6

Avg.  82.0 81.2 81.6 82.2 73.2 75.6 71.3 73.2

Table 21: Results on PAWS-X with transfer from Japanese (ja) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on Japanese are included for reference but excluded from the average.

XLM-R mBERT
Target Chinese None Noney Target Chinese None  Noney,

en 887 877 883 8.7 8.7 8.1 772 817
de 826 81.1 819 82 760 790 727 769
es 823 827 85 86 765 799 747 782
ja 732 724 728 731 712 724 676 714
zh  (784) (784) (78.0) (78.0) (76.1) (76.1) (72.4) (75.6)

Avg.  81.7 81.0 81.4 81.9 76.1 78.6 73.1 77.1

Table 22: Results on PAWS-X with transfer from Chinese (zh) into all evaluated target languages, ordered by
pre-training resources top-to-bottom. Results on Chinese are included for reference but excluded from the average.
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XLM-R mBERT
Target English None None; Target English None Noney,

zh 55.2 55.0 543 49.4 53.7 52.7 54.2 53.2
vi 55.3 54.9 55.1 52.8 51.6 52.9 51.1 52.6
tr 53.1 51.9 51.2 49.3 51.9 53.2 54.1 55.6
id 55.7 53.6 53.4 49.8 50.4 50.8 50.8 50.8
et 54.1 50.7 52.3 514 53.8 49.3 49.1 51.2
swW 54.0 49.7 52.0 49.7 50.0 50.4 50.5 49.1
ht 51.2 48.6 50.6 49.6 54.6 52.7 51.2 50.2
qu 51.4 51.2 49.6 50.2 52.6 48.5 49.8 48.2

Avg. 538 52.0 52.3 50.3 52.3 51.3 514 514

Table 23: Results on XCOPA with transfer from English (en) into all evaluated target languages, ordered by
pre-training resources top-to-bottom.
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