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Abstract 

The Machine-Actionable Ancient Text 
(MAAT) Corpus is a new resource provid-
ing training and evaluation data for restor-
ing lacunae in ancient Greek, Latin, and 
Coptic texts. Current text restoration sys-
tems require large amounts of data for train-
ing and task-relevant means for evaluation. 
The MAAT Corpus addresses this need by 
converting texts available in EpiDoc XML 
format into a machine-actionable format 
that preserves the most textually salient as-
pects needed for machine learning: the text 
itself, lacunae, and textual restorations. 
Structured test cases are generated from the 
corpus that align with the actual text resto-
ration task performed by papyrologists and 
epigraphist, enabling more realistic evalua-
tion than the synthetic tasks used previ-
ously. The initial 1.0 beta release contains 
approximately 134,000 text editions, 
178,000 text blocks, and 750,000 individ-
ual restorations, with Greek and Latin pre-
dominating. This corpus aims to facilitate 
the development of computational methods 
to assist scholars in accurately restoring an-
cient texts. 

1 Introduction 

For the papyrologist and epigraphist, a fundamen-
tal task is the creation of an accurate transcription 
of the text under consideration. Often the physical 
medium supporting the text has undergone decay, 
leaving gaps, or “lacunae,” in the text. Filling these 
gaps is a painstaking task. Kleve and Fonnes 
(1981) first recognized the potential of computer 
science for assisting with text restorations of this 
type, specifically by leveraging string-searching 
algorithms. Advances in computational approaches 
to text analysis, especially deep learning and large 
language models, may be able to aid scholars in the 
task of textual restoration.  Developing such 

systems typically requires large amounts of data, 
both for training, and ideally for providing task-
relevant means for evaluation. 

Here we introduce the 1.0 beta version of the 
Machine-Actionable Ancient Text Corpus (MAAT 
Corpus), which provides training and evaluation 
data for the development of machine learning mod-
els that aid in the restoration of ancient Greek, 
Latin, and Coptic texts.  

2  Current text restoration corpora 

There are several different corpora used in creating 
systems for text restoration of ancient text. Two ex-
isting systems, Pythia (Assael et al., 2019) and its 
successor Ithaca (Assael et al., 2022) use Greek in-
scription data from the Packard Humanities Insti-
tute (Packard Humanities Institute, 2023) that have 
been converted to a modified Leiden Convention 
(Wilcken, 1932) format. Papavassiliou et al. 2020 
created a corpus of Mycenaean Linear B texts for 
the restoration of Linear B tablets. Background 
large-language models have been trained on cor-
pora as well, such as Latin BERT (Bamman & 
Burns, 2020) and AristoBERTo (Myerston, 2022), 
GreBerta (Riemenschneider & Frank, 2023).  
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Figure 1: Leiden Transcription of P.Flor. 3 324, from 
Aegyptus.89.240, 2011.  
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3 Corpora of interest  

Papyrologists and epigraphists have generally 
agreed upon using a specialized schema developed 
originally for epigraphy, EpiDoc (Elliott et al., 
2006), based on the TEI format (TEI, 1994). The 
largest corpus of epigraphy stored in EpiDoc for-
mat is maintained by the Epigraphic Database Hei-
delberg (Epigraphic Database Heidelberg, 1993), 
which focuses primarily on Latin inscriptions from 
the Roman Empire. The largest corpus of papyro-
logical texts is Papyri.info, a collaboration among 
several institutions that hosts papyrological data in 
Greek, Latin, Coptic, and Arabic (Papyri.Info, 
2007). 

The EpiDoc format provides extensive capabili-
ties for describing metadata for inscriptions and pa-
pyri. It also has an XML-structured format as an 
alternative to the Leiden Conventions. Texts are de-
scribed in ab blocks (originally standing for “anon-
ymous block”) and provide a richer description lan-
guage for text editions than the Leiden Conven-
tions. Because the Leiden Conventions format is 
more compact, we will use this format for exam-
ples printed in this paper. 

4 Features of MAAT corpus  

Unfortunately, for many machine learning and 
large language models, the structure of the ab 

blocks is too rich, since it provides internal struc-
ture for annotations, stylistic information and so on 
(the Leiden Conventions also communicate some 
of these features). With respect to building systems 
for text restoration, a simpler system is required. As 
Assael et al. 2022 note, these corpora need to be 
“machine-actionable.” For this reason, they ought 
to be easy to feed into machine learning systems for 
learning and for evaluation. 

Figure 1 shows the text from a typical edition 
(P.Flor 3 324) from Papyri.info, a contract for the 
sale of property (Aegyptus.89.240, 2011). For this 
paper, three things should be noted. First, text res-
torations are provided in square brackets. For ex-
ample, in line three, the brackets in the phrase [ἢ 
ὅ]σων̣ indicate that “ἢ ὅ” has been supplied by the 
papyrologist and that the letter forms are not visible 
on the papyrus itself. Second, missing text that the 
editor has not restored is indicated by dots. One dot 
corresponds to one missing letter; therefore, the 
number of dots signifies the approximate number 
of letters known to be missing. The marking “-ca.?”  
or “- - -” indicates a gap of unknown extent. Third, 
alternate restorations of the text are sometimes 
given in the apparatus criticus. These alternate 
readings represent viable textual conjectures, 
which were not ultimately chosen by the editor as 
their preferred reading. While digital editions print 
alternative restorations less commonly than print 
editions, they are sometimes encoded in the XML 

{ 
 "corpus_id": "EDH", 
 "file_id": "HD056774", 
 "block_index": 1, 
 "id": "EDH/HD056774/1", 
 "title": "Epitaph from Municipium Claudium Virunum, bei – S. Andrä/Lavanttal 

(Noricum)", 
 "material": "gesteine", 
 "language": "la", 
 "training_text": " Ursuius vius sibi \nfecit et <gap/>\niurae uxo[ri]", 
 "test_cases": [ 
   { 
     "case_index": 1, 
     "id": "EDH/HD056774/1/1", 
     "test_case": " Ursuius vius sibi \nfecit et <gap />\niurae uxo[..]", 
     "alternatives": [ 
       "ri" 
     ] 
   } 
 ] 

} 

Figure 2: Example JSON representation of a single ab block with one test case; \n reflects a lb element. 
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data.  In our sample text from Figure 1, two appa-
ratus notes appear for line two of the transcription.  

To make a corpus machine-actionable for learn-
ing, especially for large language models, we 
stripped away all but the most textually salient as-
pects of the text, using Unicode UTF-8 encoding. 
Our corpus includes the preserved text, as well as 
unclear letters and restorations. Although typo-
graphical conventions such as casing, interlinear 
word space, punctuation, accents, breathing marks, 
and other diacritics are typically not found on the 
source material, such typography is retained. Line 
breaks (indicated by the lb element in EpiDoc 
XML) are also preserved. Unclear text, indicated 
by Leiden Conventions with a sublinear dot, is 
treated no differently than preserved text; text that 
has been restored by an editor is bracketed. For ex-
ample, the text “καὶ ε[ἰ]σ̣ό̣δ̣ου̣” converted to “καὶ 
ε[ἰ]σόδου.” Occasionally (as in Figure 1) there are 
alternative readings of a restored text, but since al-
ternative readings are difficult to process, the first 
primary text restoration is chosen. Abbreviations, 
especially prevalent in Latin inscriptions, are not 
expanded. 

Gaps in the text that have not been restored by 
an editor must also be indicated. There are, essen-
tially, three types of gaps: gaps of known length, 
gaps of approximately known length, and gaps of 
unknown length. Gaps of known length are con-
verted to a dot for each missing letter. Similarly, 
gaps of approximate length are treated as if the gap 
length is known. The EpiDoc XML tag <gap/> is 
used for gaps of unknown length. Gaps are some-
times indicated within a restored text, and such 
gaps are moved outside. For example, the text “τὸν 
πωλοῦντ̣[α  -ca.?- παρὰ]” is converted to “τὸν 
πωλοῦντ[α]<gap/>[παρὰ]”. 

In the end, all texts in the MAAT corpus are writ-
ten in a simplified format for easier use by machine 
learning models. Texts from the ab blocks in Epi-
Doc XML format are converted to a light, Leiden-
like format, but with a bare minimum of annotative 
markings: text and gaps of known and unknown 
length, with restored text in brackets. Figure 2 pro-
vides our data for a 1st-2nd century CE epitaph from 
the Roman province Noricum (EDH HD056774, 
2014). 

Typically, in machine learning tasks, a portion of 
a training corpus is set aside for evaluation. In the 
most successful system to date for inscription res-
toration, Ithaca (Assael et al., 2022), one to ten 
characters are artificially hidden during the testing 
phase, and the machine (or parallel human evalua-
tor) is tasked with restoring these artificial lacunae. 
A similar text-masking evaluation method is used 
in Papavassileiou et al., 2023 for Mycenaean Lin-
ear B tablets, although they also ask the model to 
perform text restoration of some  real lacunae. 

The large number of restorations created by pap-
yrologists and epigraphists found in the base cor-
pora of Greek, Latin, and Coptic texts provide a 
rich opportunity to create evaluation data that are 
aligned with the actual text restoration task. Alt-
hough it may be useful to train a system using arti-
ficial lacunae, it is more valuable to evaluate on the 
text restorations done by working papyrologists 
and epigraphists. These practitioners do not work 
with random lacunae, since lacunae in situ are not 
random: they follow a logarithmic distribution in 
length (see Figure 3), and tend to occur in certain 
locations. The immediate textual context of real la-
cunae also tends to be much deteriorated and un-
certain, in comparison to the sites of artificial lacu-
nae. 

 

Figure 3: Distribution of gap lengths of text restora-
tions in the MAAT Corpus, logarithmic scale 
 

Corpus Edi-
tions 

Blocks Resto-
rations 

DCLP (Digital Corpus of Liter-
ary Papyri in EpiDoc XML) 

1,938 11,581 129,806 

DDbDP (Duke Databank of 
Documentary Papyri) 

59,693 85,626 507,985 

EDH (Epigraphic Database Hei-
delberg) 

72,353 80,753 113,944 

Totals 133,984 177,960 751,735 
Table 1: Counts of Editions, Blocks, and Restorations 
from the corpora represented in the Machine-Actiona-
ble Ancient Text Corpus 
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To that end, we can create test cases by using the 
actual lacunae and text restorations that are present 
in papyrological and epigraphic sources and use the 
(retained) training data with the restored text for 
evaluation. Because there are possible alternative 
readings for a restored gap, though, it is better to 
have a structured test case that retains those read-
ings. This will slightly complicate the evaluation 
metrics. Rather than using, for example, character 
error count for a single restoration, we need to use 
the minimum character error count for a (possibly 
singleton) set of alternatives. Similarly, calculating 
the top-n rate will need to consider the presence of 
the proposed restoration in the set of alternatives. 

Thus, a single test case needs a little more struc-
ture, containing at least the text with a gap to be 
filled, plus its alternatives. For example, for the text 
“ὠνουμένη Ἰσα[....]” the two alternative readings 
“ροῦς” and “ριον” are required. Note that, because 
letter forms of different types take up different 
amounts of space on the material substrate (and 
therefore calculations of the number of missing let-
ters are approximate), alternatives might, in fact, 
have different character lengths. In these cases, the 
mask to be restored will comprise the mode of al-
ternative lengths. 

5 Format and distribution of data 

Data in the MAAT Corpus is structured as a set of 
JavaScript object notation (JSON) records (Bray, 
2014), one record for each ab block. Each record 
contains metadata about the block (an id field, 
source corpus, source file id, block index within the 
file, material, and language). It also has the training 
text, as described above. For each restored text, a 
test case is created, also containing an id, test case 
index within the text, the test case itself, and the set 
of alternatives. For statistical purposes, the number 
of alternatives, the number, mode, maximum, and 
minimum lengths of the alternatives are also de-
scribed. 

Currently, there are approximately 134,000 edi-
tions processed in the MAAT Corpus, representing 
approximately 178,000 ab blocks and 750,000 in-
dividual text restorations.  

There is a small representation of Coptic texts in 
the MAAT Corpus (around 1% of the total, mostly 
papyri). Latin editions outnumber Greek editions 
(54% and 45%, respectively). Papyrological texts 
tend to be longer than inscriptions; papyrological 
texts tend to be written in Greek and inscriptions in 
Latin, so the number of Greek blocks is greater than 

the number of Latin ones (53% and 46%, respec-
tively). The number of text restorations in Greek 
greatly outnumber Latin ones (83% and 16%, re-
spectively). 

The gap lengths of restored text created by pap-
yrologists and epigraphists found in the MAAT 
Corpus vary widely, and follow an unsurprising 
logarithmic or Zipfian distribution. Gaps of length 
1 (that is, one character) account for 30% of all 
gaps, and gaps of length 4 or less account for 67%. 
Gaps of length 10 or less account for 87% of all 
gaps. Figure 3 shows the distribution.  

6 Data availability and next steps 

We are now releasing the Machine-Actionable An-
cient Text Corpus in a beta state at https://ze-
nodo.org/records/12518435 (Fitzgerald & Barney, 
2024). The corpus is not meant to compete with 
current systems, such as Papyri.info and EDH, 
whose use cases are different. Instead, we hope that 
the MAAT Corpus will aid the creation of software 
systems that can help working papyrologists and 
epigraphists accurately and efficiently hypothesize 
text restorations in new editions of current and 
newly recovered texts and inscriptions. Code for 
creating the corpus can be found at 
https://github.com/WMU-Herculaneum-Pro-
ject/maat. 

We welcome the collaboration of other scholars 
and institutions in the service of adding additional 
data to the MAAT corpus, including data from 
other ancient languages. Our specific interest is in 
text restoration of Greek papyrological texts, but 
we would like to expand this to Arabic and other 
non-western texts as well. Given the similarities of 
the text restoration task and its evaluation method-
ology among texts of different language traditions, 
such expansions promise to be fruitful. 

In the future, we also intend to create a pathway 
by which any data made available in DSL-based 
formats (Del Grosso et al., 2023; Williams et al., 
2015) can be converted for inclusion in future ver-
sions of the corpus. 

7 Conclusion 

This paper introduces and announces the publica-
tion of the MAAT Corpus, which provides an easily 
accessible, versioned corpus of machine-actionable 
ancient texts that can be used in machine learning. 
It also makes available evaluation data, via its test 
cases, that closely track the task of text restoration 
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as done by working papyrologists and epigraphists. 
The MAAT Corpus currently includes approxi-
mately 60 Mb of ancient text, making it the largest 
corpus available for evaluating text restoration 
tasks. It is also the only dataset that uses actual la-
cunae and text restorations as test cases for evalua-
tion. 
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