
Proceedings of the 1st Workshop on Machine Learning for Ancient Languages (ML4AL 2024), pages 115–129
August 15, 2024 ©2024 Association for Computational Linguistics

Restoring Mycenaean Linear B ’A&B’ series tablets using supervised and
transfer learning

Katerina Papavassileiou and Dimitrios I. Kosmopoulos
Postdoc researcher and Associate Professor

Department of History and Archaeology, Computer Engineering and Informatics Department
University of Patras

Patra, Greece
cpapavas@upatras.gr, dkosmo@upatras.gr

Abstract

We investigate the problem of restoring Myce-
naean linear B clay tablets, dating from about
1400 B.C. to roughly 1200 B.C., by using text
infilling methods based on machine learning
models. Our goals here are: first to try to im-
prove the results of the methods used in the
related literature by focusing on the characteris-
tics of the Mycenaean Linear B writing system
(series D), second to examine the same prob-
lem for the first time on series A&B and finally
to investigate transfer learning using series D
as source and the smaller series A&B as target.
Our results show promising results in the super-
vised learning tasks, while further investigation
is needed to better exploit the merits of transfer
learning.

1 Introduction

For many years the language attributed by the Lin-
ear B script (c. 1400-1200 B.C.) was a point of
contention among scientists, who argued over the
origin of the Mycenaean syllabary. The answer was
given in 1952 by Michael Ventris (Chadwick, 1990;
Fox, 2013) who, together with the philologist John
Chadwick, proved that the syllables of the Linear
B script form words of the Greek language and that
the Mycenaean world was both linguistically and
culturally linked to ancient Greece.

Mycenaean Linear B is a syllabic script. It in-
cludes syllables as well as logograms or ideograms.
In summary, Linear B is structured by groups
of phonetic symbols, which are accompanied by
ideograms. The surviving tablets typically refer
to human names, place names, agricultural pro-
duction, land ownership, religious offerings, or
military equipment. The Mycenaean inscriptions
have been classified based on their place of ori-
gin, but also based on the category to which they
belong. The place of origin is indicated by the
following abbreviations: KN (Knossos), PY (Py-
los), MY (Mycenae), TH (Thebes), TI (Tiryns),

KH (Khania), MI (Midea), etc. The classification
into categories was based on the ideograms of the
tablets: Series A&B, (lists of personnel), series
C (animal records), series D (sheep records), se-
ries E (grain records), series F&G (records of oil,
agricultural products and their offerings), series L
(textile records), etc. (Kober, 1945), (Kober, 1946),
(Kober, 1948), (Ruijgh, 1977).

The main challenge faced by those dealing with
the study and restoration of the Mycenaean Linear
B texts, either manually (Ventris and Chadwick,
1953, 1956; Killen, 1964; Doria, 1965; Ventris
et al., 1988; Meissner, 2001; Robinson and Eisen-
man, 2002; Pope, 2008; Duhoux and Davies, 2008;
Fox, 2013; Ventris and Chadwick, 2015; Freo and
Perna, 2019; Bernabé and Luján, 2020) or computa-
tionally (Papavassiliou et al., 2020; Papavassileiou
et al., 2023), is the scarcity of data. Furthermore,
we have to take into account the particularities pre-
sented by the Mycenaean inscriptions: a) Their
eminently administrative content, b) their subject
as they deal extensively with people and places and
c) their state of preservation since most of them are
broken, worn out or burnt. These make the infilling
task very challenging.

This article contributes by investigating Transfer
Learning (TL) techniques to alleviate the above
mentioned data scarcity. TL is the process of tak-
ing a model that has been trained to do one task
(pre-trained model) and fine-tuning it to work on a
related (different or similar) task. In Natural Lan-
guage Processing (NLP), pre-trained models are
often used as the starting point for a wide range of
NLP tasks, such as language translation, sentiment
analysis, and text summarization. By using a pre-
trained model, we can save time and resources, as
they don’t have to train a model from scratch on
a large dataset (Devlin et al., 2019; Radford et al.,
2019; Peters et al., 2018; Liu et al., 2019).

In this work we deal with series A&B and se-
ries D to find out the effect of TL from a series to
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another one. To this end we have chosen to investi-
gate the effect of TL from the series D, since it is
the largest with the most tablets and resulting se-
quences, to the series A&B, as opposed to training
the series as a whole.

We also contribute by investigating whether
there is an improvement in the predictions of mod-
els learned from series D (Papavassileiou et al.,
2023; Papavassiliou et al., 2020) if we remove
the ideograms from the sequences. This choice
is based on the observation that in Linear B, typi-
cally there is consistent separation of phonographic
(syllabograms) and non-phonographic (ideograms
as well as signs for measurement units and num-
bers) graphemes (Petrakis, 2017).

Finally we apply generative methods for the
infilling problem of series A&B. Following the
same tactic with series D, we create a dataset of
sequences derived from the Mycenaean tablets of
series A&B, excluding ideograms, and use it to
learn a generative model in order to predict dam-
aged parts of this series’ tablets.

The rest of the paper is organized as follows:
In Section 2 we provide an overview of previ-
ous research and studies on various methods of
restoring ancient inscriptions. In Section 3 we
present the dataset for our experiments. Section
4 demonstrates supervised learning for language
modelling and for missing symbol recovery. Sec-
tion 5 presents transfer learning techniques for in-
filling series A&B. Finally, in Section 6 we present
our conclusions and the future work.

2 Related work

The problem of text restoration through infilling
is attracting more and more attention from re-
searchers community; however most recent results
from the Natural Language Processing (NLP) com-
munity have been only partially applied, obviously
due to the lack of sufficient data.

Some of the simplest models are the n-grams.
These are probabilistic models for predicting the
next item in a sequence of n elements and can be
used to model almost any type of sequential data.
They have been used for machine translation (Wolk
and Marasek, 2014), but also for textual restora-
tion. (Rao et al., 2009) and (Yadav et al., 2010)
use n-gram Markov chains for texts in the Indus
script. The benefits of n-gram models are their sim-
plicity and scalability. With larger n, a model can
store more context, enabling small experiments to

scale up. However, when n increases, the number
of possible n-grams increases exponentially and
therefore the out-of-vocabulary n-grams increase
as well and actually undermine the performance of
the model. Obviously, the n-grams are not appro-
priate for long sequences.

(Roued-Cunliffe, 2010) uses a decision support
system called DUGA for reading ancient docu-
ments in the Latin language found in Vindolanda
(Britain). She uses the so-called cruciverbalistic
approach: it begins by establishing the letters that
are legible and uses them as a foundation for a sub-
sequent hypotheses. A knowledge-base of previ-
ously interpreted documents from the same period
is used to extract word lists and frequencies. These
are then used to suggest different interpretations of
words and letters, as well as missing parts, using a
hierarchical approach from individual symbols to
whole sentences. The system is therefore largely
based on the experts’ decisions. (Kang et al., 2021)
present a multi-task learning approach based on
the Transformer networks to effectively restore and
translate ancient historical documents based on a
self-attention mechanism, specifically utilizing two
Korean historical records, one of the most volu-
minous historical records in the world. This work
combines 3 different studies: the restoration of
damaged documents (recovering), neural machine
translation (translating), and the analysis of histori-
cal records (mining). The proposed model consists
of embedding and output layers for Hanja and Ko-
rean, and three Transformer modules: the shared
encoder (for both the restoration and translation
tasks), the restoration encoder (for the restoration
task), and the translation decoder (for translating
Hanja sentences into modern Korean sentences).
However, a large-scale training corpus is required.

Similar to our work is the PYTHIA system (As-
sael et al., 2019) and its follow-up system Ithaca
(Assael et al., 2022). It aims to fill the missing
symbols (characters) in ancient Greek inscriptions.
The authors use a sequence-to-sequence frame-
work (Sutskever et al., 2014) with Long Short-Term
Memory (LSTM) networks in the encoder and the
decoder. The encoder involves the input charac-
ter embeddings sequence with missing characters,
and a separate stream is also modelled using the
word sequence as embeddings as well; an attention
layer is also used. The decoder is trained to output
the missing characters. They use a dataset that re-
sults from processing the epigraphical corpora of
the Packard Humanities Institute (Packard Human-
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ities Institute, 2005), the PHI-ML. As (Shen et al.,
2020) argue in their ancient text restoration experi-
ment, (Assael et al., 2019) perform restoration at
the character-level where the number of characters
to recover is assumed to be known and indicated
by a corresponding number of ‘?’ symbols. In re-
ality, when epigraphists restore a deteriorated doc-
ument, the length of the lost fragment is unknown
and needs to be guessed as a first step. BLM, in
essence a variant of BLM, the L-BLM, can bypass
this limitation and flexibly generate completions
without this additional knowledge. A single token,
sized equal to the number of ’?’ symbols, is defined
and the L-BLM is trained to predict a character to
fill in and the length of the new blank to its left.
Compared to our work, the problem presented by
the authors of these articles (Assael et al., 2019;
Shen et al., 2020) is similar in the sense that it
concerns a known script and known language and
uses a machine learning architecture. However, our
task is more challenging, due to the fact that the
corpus is of much smaller size (over 40000 inscrip-
tions available in the aforementioned articles versus
1100 inscriptions in ours); that impedes training.

(Fetaya et al., 2020) use recurrent neural net-
works (LSTM) to restore fragmentary Babylonian
texts. These involve ancient texts in the Akkadian
language, which belong to the Semitic language
family. Comparisons to simple 2-gram baseline
approach (considering the previous and the next
word) are made, resulting in better performance.
The experiments use a dataset of 3000 transliter-
ated archival documents belonging to economic,
juridical and administrative genres. Similarly to
this work, (Lazar et al., 2021) also introduce BERT-
based models aiming to solve the task of predicting
missing signs in Akkadian texts. The difference
with the previous article (Fetaya et al., 2020) is that
the completion of missing signs is done by combin-
ing large-scale multilingual pretraining with Akka-
dian language finetuning. Although (Fetaya et al.,
2020) have small-scale data at their disposal to
train the learning algorithm (c. 3000 Babylonian
transliterated texts, 539-331 B.C.E.), what is em-
phasized by the authors is that the late Babylonian
texts are structured official bureaucratic documents,
e.g., legal proceedings, receipts, promissory notes,
contracts and so on. This is in stark contrast to
Linear B tablets, which are significantly impeded
by syntactic inconsistencies. This is proved by the
fact that the pre-processing of each Mycenaean
tablet requires special handling, so as to extract

valid sequences of Mycenaean words in accordance
with the principles of Mycenaean language. An-
other BERT-based model, Latin BERT, is proposed
by (Bamman and Burns, 2020). They pre-trained
BERT model on Latin texts from Perseus, PROIEL
and Index Thomisticus Treebank, targeting restora-
tion and several other downstream tasks. (Som-
merschield et al., 2023) offer a review on published
research using machine learning for the study of an-
cient texts. They also classify the studies of ancient
texts into tasks: digitisation, restoration, attribution,
linguistic analysis, textual criticism, translation and
decipherment. Finally, a similar review task takes
place in the article (Braović et al., 2024), but focus-
ing on the computational techniques related to the
Bronze Age Aegean and Cypriot scripts, namely
the Archanes script and the Archanes formula, Cre-
tan hieroglyphic (including the Malia Altar Stone
and Arkalochori Axe), Phaistos Disk, Linear A,
Linear B, Cypro-Minoan and Cypriot scripts.

The work in (Papavassileiou et al., 2023) is simi-
lar to ours and is the only one that we are aware of
that does infilling for the Linear B tablets. However,
that work is limited to series D tablets and considers
both phonogrpahic and non-phonographic symbols.
Furthermore, like all aforementioned methods, it
does not investigate transfer learning.

3 The Mycenaean dataset

Here we present the modifications we made to the
Mycenaean dataset of series D, that was initially
created as described in (Papavassiliou et al., 2020)
and (Papavassileiou et al., 2023). We also present
the way to create the new dataset of series A&B.

The Linear B script uses two basic symbol sys-
tems, one phonetic (phonographic component) and
one logographic (non-phonographic component).
The symbols of the phonetic system are called
syllabograms-syllables. The phonetic system is
usually represented transcribed, i.e., the syllable
is rendered in letters, and in most cases by a com-
bination of consonant and vowel. The system of
the phonetic symbols, includes at least 87 different
syllables. For the symbols of the logographic sys-
tem, the term ‘ideograms’ or ‘logograms’ is used,
sometimes modified by ligatured signs or ‘adjuncts’
(mostly acrophonic abbreviations) (Petrakis, 2017).
The ideograms are 143. For their representation a
transcription is used, based on the abbreviation of
the Latin name of the represented object or being,
e.g., VIR ‘man’, MUL(ier) ‘woman’. Additionally
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Figure 1: The image of the Mycenaean Linear B tablet
KN Dd 1155 + 5378 + 5688 (the copyright of the im-
ages belongs to the Hellenic Ministry of Culture and
Sports - “Hellenic Organization of Cultural Resources
Development”). Translation of the Mycenaean tablet
"Wiokados (shepherd’s name): at Dawos (place name)
belonging to Werwesios (collector’s name), rams 86,
ewes 14"

there are numbers that follow the decimal system
and measurements units of weight and capacity
(Ruiperez and Melena, 1996; Duhoux, 2014).

The assumption for the creation of both datasets
was based on the clear separation of the signs of the
Linear B writing system into phonograms and non-
phonograms. The phonographic part is made up of
the syllables, while the non-phonographic compo-
nent includes the ideograms sometimes modified
by ligatured signs or ‘adjuncts’ (mostly acrophonic
abbreviations), as well as signs for measurement
units, numbers, and other marks, such as signgroup
dividers or ‘check-marks’ (Petrakis, 2017). There-
fore, we decided to exclude the ideograms.

3.1 The dataset of series D

The series D of Knossos, which is the largest clas-
sification, comprises the accounts of sheep herds in
around 1100 tablets. Most of them were probably
written by the same scribe and have a similar struc-
ture. From those tablets 513 complete sequences
were extracted, without missing syllables. From
the augmentation rules (similar to (Papavassileiou
et al., 2023)) were obtained 2052 sequences (725
augmented samples and 1327 duplicated samples).
So, 2565 constitute the training set of the model.
The remaining sequences were more or less dam-
aged, making about 145 sentences. The new Vo-
cabulary was defined by [77 syllables, space].

In essence, the modification we made in the
dataset of series D, (Papavassileiou et al., 2023),
concerns the removal of ideograms from the se-
quences, along with the numeric signs and the mea-
surement units of weight and capacity. Thus, only
the signs which occur in groups, i.e., the words,
make up the new corpus. An example of such a
sequence is shown in Table 1 derived from Figure
1.

Mycenaean sequence with ideograms
wi-jo-ka-de da-wo we-we-si-jo OV ISm OV ISf

Mycenaean sequence without ideograms
wi-jo-ka-de da-wo we-we-si-jo

Table 1: Mycenaean sequence extracted from the Myce-
naean Linear B tablet KN Db 1155 + 5378 + 5688
(Fig. 1) including ideograms (up), excluding ideograms
(down).

3.2 The dataset of series A&B

We chose to include in the dataset the documents
of series A&B found in Knossos (site of origin),
to facilitate transfer learning from series D tablets,
which originate from Knossos.

The tablets of series A&B write on staff lists/
staff statuses/ personnel situations; more specifi-
cally they include work groups. The introductory
words, describing these groups, can be either a
Cretan place-name, or a man’s name (sometimes
in genitive), or a feminine ethnic adjective from
a place-name (ethnic-name), or an occupational
name (trade-name) or some combination of these.

Some specific rules applied in this series are:

1. The tablets that contain complex (compound)
sentences, are converted into simple ones.
E.g., tablet KN Ai 63, Figure 2, writes “pe-se-
re-jo e-e-si MUL 1 ko-wo 1 ko-wa 1” trans-
lated as “To Psellos belong one woman, one
girl and one boy” (family or chattel slavery
record). This tablet provides 3 sequences for
our dataset: “pe-se-ro e-e-si”, “pe-se-ro e-e-si
ko-wa” and “pe-se-ro e-e-si ko-wo”.

2. The second rule has to do with abbreviations.
Most of the time the syllables are placed one
after the other to form recognizable words.
But, there are also cases where the syllables
are used individually. When this happens, the
syllable functions either as a ligature with an
ideogram, or as an ideogram adjunct, or as an
abbreviation of a word. There are numerous
such annotations in series A&B that refer to
the third case, abbreviations. In cases where
we know the full form of abbreviated words,
then the abbreviations are replaced by the full
words. E.g., the tablet KN Ak 627, Figure 3,
writes “da-*22-to a-no-zo-jo TA 1 DA 1 MUL
9 pe di 2 ko-wa me-zo-e 7 ko-wa me-wi-jo-e
10 ko-wo me-zo-e 2 ko-wo me-wi-jo-e 10”.
Here, the abbreviations ‘pe’ and ‘di’ appear.

118



Figure 2: The image of the Mycenaean Linear B tablet
KN Ai 63(image copyright belongs to the Hellenic Min-
istry of Culture and Sports - “Hellenic Organization of
Cultural Resources Development”). Translation of the
Mycenaean tablet To Psellos (name of a person) belong
one woman, one girl and one boy.

Figure 3: The image of the Mycenaean Linear B tablet
KN Ak 627 + 7025 + fr (image copyright belongs to the
Hellenic Ministry of Culture and Sports - “Hellenic Or-
ganization of Cultural Resources Development”). Trans-
lation of the Mycenaean tablet In area da-*22-to the
work group belonging to a-no-zo consists of one leader,
one damar, nine women, of which two come from the
censuses of the previous year in a period of apprentice-
ship, 7 older girls, 10 younger girls, 2 older boys and
10 younger boys.

These are the shortened forms of the words
‘pe-ru-si-nu-wo’ (last year’s) and ‘di-da-ka-
re’ (during apprenticeship/under instruction)
(Ventris and Chadwick, 2015), which will ap-
pear in their full form in the dataset.

We gathered all the sequences that emerged from
the tablets of series A&B, without missing symbols,
426 in number. The sequences resulting from the
damaged tablets of this category were around 159.
We defined a Vocabulary of [75 syllables, space].

The augmentation used in series D cannot be
applied to series A&B tablets due to the fact that in
A&B we mostly encounter lists of human names.

4 Supervised learning for infilling
Mycenaean tablets

In the first place, we employ a symbol-level Bidi-
rectional Recurrent Neural Network (BRNN), (as

has been employed in (Papavassileiou et al., 2023))
to fill in the gaps in the Mycenaean tablets of series
D and A&B. The goal in this case is to check if the
predictions of the model improve by removing the
ideograms from the Mycenaean sequences.

4.1 Modeling series D
A variation of Leave One Out Cross Validation
(LOOCV) procedure was followed, the Leave-"one
and its derivatives"-Out Cross Validation, in or-
der to evaluate the BRNN model on unseen data,
considering the scarcity of data. The derivatives
are the samples/sequences resulting from applying
an augmentation step to the real sample/sequence
that is currently left out for testing. So, the sam-
ples resulting from augmentation of the current test
sample sequences were excluded from the respec-
tive training set to avoid contamination of the test
set by including sample sequences of the same ori-
gin (through augmentation). Furthermore, only the
original sequences were used for testing (not the
augmented or the duplicated ones), to make results
comparable to those where no augmented data were
used. Thus, the model is trained 513 times and the
final performance is based on all these runs.

We implemented a function that performs one
step of stochastic gradient descent with gradient
clipping, ClippingV alue = 0.5. We applied the
greedy heuristic approach to search for the best
hyperparameters, ending up with: 110.000 itera-
tions (epochs = 43), number of neurons in hidden
layer Nhl = 57, and learning rate lr = 0.01. As an
output activation function was set the softmax func-
tion and for the hidden layer the hyperbolic tangent
(Tanh) function was chosen. For the initialization
of weight matrices and bias vectors, we ended up
in “Glorot/Xavier” as the most suitable for use.
Given those choices we came to the results for the
BRNN shown in Table 2, which demonstrate an
improvement when compared to the baseline.

We used the trained model to infill gaps for
which experts made educated guesses on the miss-
ing parts (Chadwick et al., 1987), mainly based
on the visual cues, since some small parts of the
syllables remain visible. The experts didn’t use the
sequences’ structure unlike our method. Eight (8)
of our TOP-5 predictions agree with the literature
recommendations. This number shows an improve-
ment of 2 units compared to the corresponding
training of the BRNN model on the dataset includ-
ing ideograms (Papavassileiou et al., 2023). See
the Appendix A for more details.
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SERIES D - with ideograms
TOP-1 TOP-5 TOP-10 TOP-15 TOP-20
48.34 65.30 71.93 74.85 78.17

SERIES D - without ideograms
TOP-1 TOP-5 TOP-10 TOP-15 TOP-20
48.56 65.50 72.12 76.02 80.12

Table 2: Estimated scores (percentages) of finding the
correct missing symbol among the top-k most likely
symbols (k=1,5,10,15,20) according to the probabilities
estimated by the BRNN model. Up, the training dataset
includes the ideograms. Down, the training dataset does
not include the ideograms.

4.2 Modeling series A&B

At this point we evaluate the performance of the
model learnt from A&B series. In a similar fashion
to D series, we conducted two experiments, one
with synthetic gaps and one with real ones.

4.2.1 Infilling synthetic sequences

To estimate the performance of the model on un-
seen data, the Leave-One-Out Cross-Validation
(LOOCV) is used, since the data are scarce.

We randomly removed syllables from the 426
sequences in order to test the prediction capability
of the BRNN model. The creation of the synthetic
gaps follows the distribution of the real gaps ap-
pearing in the damaged tablets of this category.
67% of the real gaps occur at the beginning of the
sequence, 17% somewhere in the middle of the
sequence and 26% in the end of the sequence. We
created a similar distribution for synthetic gaps.

The model is trained 426 times and the final per-
formance estimate is based on all these runs. We
used the Cross-Entropy loss along with the stochas-
tic gradient descent optimizer with gradient clip-
ping value of 0.5. The network is trained for 55.000
iterations (epochs = 129) - batch−size = 1, with
58 neurons in the single hidden layer and learn-
ing rate, lr = 0.01. For the hidden layer of the
neural network was used the hyperbolic tangent
(Tanh) activation function and as an output acti-
vation function was chosen the softmax function
since it is a d-way classification problem. Finally,
"Glorot/Xavier" was chosen for the initialization
of weight matrices and bias vectors.

Given those choices we came up with the results
in Table 3. The model’s prediction rates on series
A&B are lower than those of its counterpart (Table
2 (down)) on series D. This is mainly due to the fact
that the tablets of series A&B offer fewer sequences
and we could not formulate augmentation rules.

SERIES A&B
TOP-1 TOP-5 TOP-10 TOP-15 TOP-20
30.28% 50.23% 57.75% 61.97% 66.20%

Table 3: Estimated scores (percentages) of finding the
correct missing symbol among the top-k most likely
symbols (k=1,5,10,15,20) according to the probabilities
estimated by the BRNN model. The training dataset
does not include the ideograms.

Figure 4: The image of the damaged Mycenaean tablet
KN Bk 799 + 8306. (© Hellenic Ministry of Culture)
(left) and its drawing (right). It lists men’s names. Thir-
teen of them are complete. Around 6 names remain
unknown.

4.2.2 Infilling real sequences

In this experiment, the model is applied in some
real cases. In order to predict the missing syllables
from the 159 sequences obtained from the dam-
aged tablets of series A&B, we used the BRNN
model from the previous experiment (A) which
was trained on the 426 complete sequences.

In this category, experts have offered their opin-
ion on a number of cases, 29 in all, as to what the
missing syllable might be, based on the visual sim-
ilarity that the remnant might have with the Myce-
naean syllables. For example, experts suggest that
the residue on the tablet in Figure 4 is equally likely
to match the syllables ’ka’ and ’qe’, thus complet-
ing the man’s name ’a-ka-de’ or ’a-qe-de’. More
such results are presented in the Appendix A.

Of the model’s TOP-10 predictions, slightly
more than half (15) match the experts’ estimates.
Of these correct predictions, always in agreement
with the visual assessments of the experts, 9 are in
the top 5 predictions (TOP-5), Table 5. This gives
an indication that the model can learn effectively
from the data. More details are given in the Tables
of the Appendix A.

One way to increase the data of series A&B is
to include the tablets of this series from other sites,
namely Pylos, Thebes, Mycenae etc. However, that
process has to be done with great caution so as not
to contaminate the content of the dataset.
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5 Transfer learning for infilling series
A&B

In the following we investigate different transfer
learning approaches for enhancing the model for
series A&B (target) using the model learnt from
series D (source). Series D data involves more
tablets and is syntactically richer while the data
in series A&B is scarce. However, for the NLP
standards both series are considered very scarce.

We have essentially experimented with 2 simple
TL techniques:

(A) Use the parameters of the model trained on
D, see Section 4.1, as initialization for the training
of the A&B series model (CASE A).

(B) Freeze the D model while training a second
hidden layer using Tanh activation, finally fed to a
softmax output layer (CASE B).

5.1 Case A: Weights initialization from D

We use the pre-trained D model only to initialize
the A&B model.

By replacing, in the weight initialization proce-
dure, the "Glorot/Xavier" method with the optimal
parameters extracted from the training of another
neural network model, we seek to examine whether
there will be an improvement in the results.

The first goal is to use the optimal parameters
extracted from the pre-trained model in series D
corpus, as weight initialization for the training of
series/corpus A&B.

In each LOOCV evaluation/iteration, the opti-
mal parameters from the training of corpus D are
used as weight initialization. The best results from
the training of series D were collected with hyper-
parameters; learning rate = 0.01, mini batch size
= 1, epochs = 43 (110.000 iterations), one hidden
layer with 57 neurons/units.

We experimented with the number of iterations
as hyperparameter and the results of Table 4 (CASE
A) were achieved with 12.000 iterations (epochs ≈
28).

5.2 Case B: Add and train a second hidden
layer

In this case we connected the D model with an addi-
tional neural network layer of 55 neurons (emerged
after many tests), in order to train the A&B corpus,
and to experiment with the following technique:
Freeze the trained model in D and train the attached
layer (CASE B).

CASE A
TOP-1 TOP-5 TOP-10 TOP-15 TOP-20
25.65% 43.66% 54.23% 62.91% 67.37%

CASE B
TOP-1 TOP-5 TOP-10 TOP-15 TOP-20
24.71 42.96 50.70 57.28 63.15

Table 4: Estimated scores (percentages) of finding the
correct missing symbol among the top-k most likely
symbols (k=1,5,10,15,20) according to the probabilities
estimated by the TL models, CASE A and CASE B

Here we kept the weights of the pre-trained layer
frozen while we trained only the attached neural
network layer. The initial layer has 57 neurons,
Nhl1 = 57, since it corresponds to the pre-trained
model in series D, and the second layer has 55 neu-
rons, Nhl2 = 55. In each iteration, iters = 6.000
(epochs ≈ 14), the weights of the initial layer re-
main frozen, while the weights of the higher/second
layer were readjusted/updated. Thus, we ended
up with a bidirectional recurrent neural network
with two hidden layers, which on the second layer
performs one step of stochastic gradient descent
with gradient clipping, ClippingV alue = 0.8,
and learning rate, lr = 0.01. Table 4 (CASE B)
illustrates the results of this architecture.

5.3 Assessment
Comparing the experiments of TL with that of train-
ing on series A&B from scratch, we observe the
following:

• There is no overall improvement in synthetic
gap infilling in comparison to learning from
scratch as displayed in Table 3 and Table 4.

• The results of the trained model of cases A and
B on the 29 real cases of the series A&B are
presented in Table 5. The TL again does not
seem to outperform the model trained from
scratch in A&B series. However, the model
behaves better and actually gives solutions
in some complex cases, in cases where only
one syllable has survived from the incomplete
word (e.g., Mycenaean tablets KN Ak 7022
[+] 7024 and KN Ai 7745), while the model
from supervised learning does not. These are
described in detail in Appendix A.

Surely further investigation is needed on TL
methods. The relative success for the real gap in-
filling task let us assume that if the data of series D
(pre-trained model) increases then we will probably
get better prediction rates.
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Series
A&B BRNN TL CASE A TL CASE B

29 sugges-
tions

TOP5:
9

TOP10:
15

TOP5:
9

TOP10:
12

TOP5:
8

TOP10:
14

Table 5: Number of predictions (TOP-5 and TOP-10)
in agreement with the visual assessments of the experts
in the 29 instances for the three cases concerning the
training of category A&B.

6 Conclusions and future work

Our model exploits a character-level Bidirectional
Recurrent Neural Network and two Transfer Learn-
ing approaches in order to capture the statisti-
cal structure of the Mycenaean documents. Our
methodology is expected to assist the experts re-
cover the missing parts by offering alternatives
along with their probability, which are complemen-
tary to the visual channel. The key takeaways are
described in the following.

Training the BRNN model on the different se-
ries D datasets, by excluding the ideograms, we
experienced a small improvement over the with-
ideograms dataset.

The training of a similar BRNN model in se-
ries A&B from Knossos gives reasonable results.
The prediction rates are reasonably lower, since the
dataset includes significantly fewer tablets and con-
sequently offers fewer sequences; these sequences
are much shorter, most of them a single word, com-
pared to those of series D.

We explored the potential of transfer learning
techniques in a small dataset, with mixed results.
Although the overall performance is not better than
training from scratch, the TL should not be rejected
because it exhibits some complementarity with su-
pervised learning. Further investigation is needed,
potentially with more data series.

The research can be extended to incorporate
more series (apart from series D and A&B there
are about 12 more series to investigate), including
newly discovered or previously unexplored Myce-
naean tablets. Increasing the size and diversity of
the dataset can contribute to the robustness and gen-
eralization of the models, enabling them to handle a
broader range of linguistic variations and complex-
ities. Furthermore, we can incorporate Mycenaean
tablets from other sites, not only from Knossos,
for example from Pylos, Thebes, etc. Such an at-
tempt will not only increase the dataset but will
also contribute to enhancing the diversity of the
data.

The incorporation of the visual modality is an-
other aspect that we have not investigated so far,
but should do in our next steps.
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A Appendix

Here we present the damaged Mycenaean tablets,
along with the experts’ guesses based on the visual
cues of some small parts of the missing syllables
(Chadwick et al., 1987). We compare our mod-
els (Bidirectional Recurrent Neural Network and
Transfer Learning) with those estimations.

The bibliographic comments on the missing sym-
bol, are shown in the third column, and the results
of the model in the fourth one. The symbol ’bl’
corresponds to the ’space’ symbol.

In Table 1 are presented the D series BRNN pre-
dictions for the 15 cases for which we have the
opinions of the experts. Eight of our TOP-5 pre-
dictions agree with the literature recommendations.
In the following we try to give some possible ex-
planations for the remaining 7 model’s predictions,
since there is no hard evidence available:

• On the tablet Dl 933 we find a syllable, ’*83’
(its phonetic value has not been determined
with certainty), which is quite rare and is ob-
served only twice in the training dataset. As a
result, the model is probably not sufficiently
trained in such a context.

• The TOP-5 BRNN predictions are not con-
sistent with the remnant in the KN Dv 1213
and KN Dv 5236 + 532. The model priori-
tizes other syllables, probably due to the short
sequence length, which conveys rather poor
context information. Inclusion of visual evi-
dence in our model in the future could handle
such issues.

• The tablet Da 1341 is a difficult case, since
the visual evidence is very weak and even the
experts note that their degree of certainty is
low.

• For the tablet KN Db 5310 + 6062 + 837 we
notice that the predictions of our model, and
in fact the ’ka’ and ’ra’, are not completely
irrelevant/unrelated to the remnant.

• The tablet Db 5359 + 5565 +7214 is another
difficult case as acknowledged by experts and
their degree of certainty is also low.

• The remnant in tablet KN Do 7740 largely
matches the syllable ’ke’, suggested by the
bibliography. The model in this case probably
failed to predict part of a human name; human
names are typically unique.

As regards Tables 2, 3 and 4 related to the ex-
perts’ suggestions in the 29 real cases of series
A&B, we observe the following:

• There is a convergence of the models after
Transfer Learning with the estimations of the
experts for real gaps. If we observe the pre-
dictions of the BRNN model on the damaged
tablets of series A&B, Table 2, in relation
to those after applying the Transfer Learning
technique, Tables 3 and 4, we will see that
when the predictions of all three models agree
with the bibliographic annotation, tablets KN
Bk 806 + 6053 + frr (eighth row) and KN As
1516 (thirteenth row), then the predictions of
the TL models rank higher (among the TOP-5
predictions).

• Another important observation, concerning
the TL method, results from the tablet KN Ak
7022 [+] 7024. This tablet offers 6 sequences
(twenty-first - twenty-sixth row), Tables 2, 3
and 4. The bibliography for the incomplete
word, "*-ki", suggests the syllable "do". This
syllable begins to appear in the BRNN pre-
dictions of the Table 4, which concerns TL
method (CASE B). It is quite difficult to pre-
dict the rest of a word when there is only one
syllable left. These cases are more likely to
be approached with TL techniques rather than
training from scratch.

• It is no coincidence that results for tablet KN
Ai 7745 (twenty-ninth row), in agreement
with the experts’ opinion, we only have with
TL method and indeed in CASE B (Table 4)
it is the first choice.

• Something similar happens with tablets KN
Bk 5134 (fifteenth row) and KN As 5932 [+]
8342 (twentieth row). Only the TL method
manages to display the desired syllable in the
TOP-10 predictions, Table 4 for the KN Bk
5134 and Table 3 for the KN As 5932 [+]
8342, with the difference that they are not in
the TOP-5.

Due to these reasons we believe that TL methods
need further investigation.
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Damaged
Tablets Sequences Bibliographic

annotation BRNN TOP-5

KN Dq 447 *-ta-wo da-mi-ni-jo possibly ’ka’ or
’qe’

’ka’, ’si’, ’ku’,
’qo’, ’ti’

KN Dl 933 +
968 + 975 *-*83-re-to si-ja-du-we po-ti-ni-ja-we-jo perhaps ’ko’ ’no’, ’a3’, ’ra’,

’wi’, ’do’

KN Dp 1061 *-sa pa-i-ti-ja probably ’to’ ’to’, ’sa’, ’te’,
’po’, ’qa’

KN Dv 1213 *-so u-ta-no ’to’, ’jo’ possi-
ble

’pu’, ’ko’,
’nwa’, ’i’, ’wi’

KN Da 1341 [+]
1454 + 8777 *-no-qa-ta pa-i-to da-mi-ni-jo ’po’ possible,

but difficult
’a’, ’wi’, ’jo’,

’ka’, ’ti’
KN Db 1344 +
6017 + 7268 +
7950 + 8235

*-tu-to pa-i-to we-we-si-jo-jo perhaps ’ti’ ’bl’, ’ku’, ’ra’,
’ti’, ’pa’

KN Da 1401 +
7998 + fr. *-wi da-*22-to perhaps ’na’ ’ro’, ’ri’, ’na’,

’nu’, ’ra’
KN Df 5198 +
5238 + 5269 wi-na-jo ra-* ki-ri-jo-te traces favour

’ja’
’to’, ’ja’, ’su’,

’nwa’, ’pe’
KN Dv 5236 +
5329 *-jo ra-to perhaps ’qa’ or

’wo’
’te’, ’ku’, ’ri’,

’wa’, ’ro’
KN Dv 5278 +
5338 + 8557 *-ma-we qa-mo ’ko’ not impos-

sible
’ja’, ’i’, ’ko’,

’sa’, ’no’
KN Db 5310 +
6062 + 8375 e-*-jo ku-ta-to perhaps ’qa’ or

’ri’
ka’, ’ra’, ’wa’,

’te’, ’se’
KN Db 5359 +
5565 + 7214 *-ma-na-so ra-su-to u-ta-jo ’pi’ not impossi-

ble
’bl’, ’ta’, ’wa’,

’ru’, ’di’

KN Dv 5690 du-ni-* ’jo’ possible ’ja’, ’to’, ’po’,
’ki’, ’mi’

KN Dc 7161 +
7179 + 8365 +
fr.

*-to ku-ta-to u-ta-jo-jo possibly ’ke’ ’ra’, ’ta’, ’ke’,
’ro’, ’ko’

KN Do 7740 *-ta ka-to-ro se-to-i-ja ’ke’ or ’de’ ’u’, ’ku’, ’wa’,
’si’, ’qo’

Table 1: Bibliographic annotations (Chadwick et al., 1987) comparing to BRNN predictions in the 15 sequences
appear in the real cases of series D.
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Damaged Tablets Sequences Bibliographic annota-
tion BRNN TOP-10

KN B 164 + 5666 +
7136 + 7544 + 8120 +
frr.

o-da-* ’ke’ or ’je’ ’wa’, ’wi’, ’ra’, ’*22’, ’mo’,
’ro’, ’wo’, ’mi’, ’ma’, ’zo’

KN As 605 + 5869 +
5911 + 5931 + frr. *-no pe-ro-qe ’me’ or ’ro’ ’wo’, ’tu’, ’jo’, ’ne’, ’wi’,

’ta’, ’ro’, ’re’, ’no’, ’qa’
KN Bk 799 + 8306 (Fig.
4) a-*-de ’ka’ or ’qe’ ’to’, ’me’, ’ke’, ’pe’, ’ta’,

’mi’, ’di’, ’pi’, ’ko’, ’pa’

KN Bk 802 ra-ti-* ’jo’ ’ja’, ’jo’, ’ri’, ’pu’, ’zo’, ’re’,
’wa’, ’nu’, ’no’, ’to’

KN Bk 804 a-pa-re-* ’u’ ’jo’, ’we’, ’u’, ’da’, ’ta’,
’ne’, ’ti’, ’te’, ’wa’, ’pa’

KN Bk 806 + 6053 + frr. ko-*-no ’pi’ or ’wi’ ’wa’, ’wo’, ’no’, ’to’, ’so’,
’ko’, ’ma’, ’qa’, ’a’, ’ta2’

KN Bk 806 + 6053 + frr. *-wo-ta ’pi’ or ’e’ ’ne’, ’re’, ’a’, ’qi’, ’wo’,
’po’, ’mo’, ’ko’, ’u’, ’ri’

KN Bk 806 + 6053 + frr. ko-*-ka-ra-te-ne ’wo’ ’tu’, ’we’, ’bl’, ’so’, ’no’,
’wa’, ’da’, ’wo’, ’ma’, ’u’

KN B 809 *-sa-do-ro-jo ’ke’ ’ke’, ’bl’, ’to’, ’pi’, ’te’, ’a’,
’we’, ’u’, ’po’, ’mi’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja *-ki-wa-ta ’a’ or ’a3’ ’a’, ’e’, ’pa’, ’pi’, ’mi’, ’ni’,
’du’, ’wa’, ’a3’, ’do’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja wa-du-*-to ’ni’ or ’sa’ ’na’, ’*22’, ’we’, ’du’, ’se’,
’ni’, ’de’, ’ra2’, ’za’, ’nu’

KN As 1516 *-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’a’, ’bl’, ’do’, ’i’, ’po’, ’ta’,
’so’, ’du’, ’wa’, ’o’

KN As 1516 ku-*-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’a’, ’du’, ’do’, ’tu’, ’i’, ’ta’,
’to’, ’ku’, ’ro2’, ’au’

KN As 1516 se-to-i-ja qa-si-re-wi-ja pi-*-jo ’ri’ ’si’, ’’ri’, ’wi’, ’ni’, ’ra’, ’u’,
’mi’, ’ro’, ’mo’, ’qi’

KN Bk 5134 to-ke-* ’u’ ’qa’, ’re’, ’zo’, ’pu’, ’ti’,
’su’, ’da’, ’ka’, ’no’, ’ta’

KN Bk 5172 *-wa-ta ’ku’ ’a’, ’ki’, ’ko’, ’re’, ’i’, ’po’,
’wo’, ’ne’, ’ta’, ’qi’

KN Bk 5172 wi-do-*-wi ’wo’ ’e’, ’ro’, ’da’, ’wo’, ’ra’,
’qe’, ’ta’, ’tu’, ’to’, ’re’

KN As 5609 + 6067 *-ke-u ’i’ or ’pa’ ’e’, ’ta’, ’nu’, ’ne’, ’mi’,
’wa’, ’pi’, ’pa’, ’we’, ’do’

KN Am 5882 + 5902 *-so ka-ma-jo ’to’ ’to’, ’no’, ’tu’, ’u’, ’ni’, ’ne’,
’wo’, ’wi’, ’ko’, ’ta2’

KN As 5932 [+] 8342 a-*-we ’ro’ ’ke’, ’re’, ’te’, ’mi’, ’pe’,
’nu’, ’pa’, ’pi’, ’ku’, ’to’

KN Ak 7022 [+] 7024 *-ki ’do’ ’to’, ’jo’, ’wo’, ’bl’, ’ni’,
’ne’, ’te’, ’we’, ’e’, ’po’

KN Ak 7022 [+] 7024 *-ki ko-wa me-zo-e ’do’ ’re’, ’jo’, ’e’, ’wo’, ’ni’, ’ne’,
’mi’, ’to’, ’qa’, ’ri’

KN Ak 7022 [+] 7024 *-ki ko-wa me-wi-jo-e ’do’ ’re’, ’jo’, ’e’, ’wo’, ’to’, ’wi’,
’ka’, ’pu’, ’mi’, ’ni’

KN Ak 7022 [+] 7024 *-ki ko-wo me-zo-e ’do’ ’re’, ’to’, ’wo’, ’ni’, ’tu’,
’jo’, ’mi’, ’e’, ’su’, ’ri’

KN Ak 7022 [+] 7024 *-ki ko-wo me-wi-jo-e ’do’ ’to’, ’re’, ’jo’, ’wo’, ’ni’, ’e’,
’a’, ’su’, ’o’, ’ri’

KN Ak 7022 [+] 7024 *-ki do-e-ra ’do’ ’to’, ’re’, ’qa’, ’te’, ’ke’,
’ka’, ’e’, ’i’, ’pi’, ’qe’

KN Bo 7043 + 7925 *-ra-so ’ka’ or ’qe’ or ’we’ ’ka’, ’bl’, ’ta’, ’qe’, ’si’,
’pa’, ’sa’, ’a’, ’wo’, ’re’

KN Bg 7682 ri-si-* ’jo’ ’jo’, ’ja’, ’ra’, ’nu’, ’pu’,
’mi’, ’wi’, ’no’, ’ro’, ’zo’

KN Ai 7745 *-ja-to si-qa ’ri’ ti’, ’i’, ’re’, ’qe’, ’si’, ’ta’,
’wi’, ’ni’, ’bl’, ’me’

Table 2: Bibliographic annotations (Chadwick et al., 1987) comparing to BRNN predictions in the 29 sequences
appear in the real cases of series A&B.
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Damaged Tablets Sequences Bibliographic annota-
tion BRNN TOP-10

KN B 164 + 5666 +
7136 + 7544 + 8120 +
frr.

o-da-* ’ke’ or ’je’ ’te’, ’su’, ’ka’, ’ra’, ’no’,
’wi’, ’wo’, ’se’, ’bl’, ’so’

KN As 605 + 5869 +
5911 + 5931 + frr. *-no pe-ro-qe ’me’ or ’ro’ ’a’, ’bl’, ’no’, ’ro’, ’i’, ’ko’,

’ka’, ’ta2’, ’qi’, ’na’
KN Bk 799 + 8306 (Fig.
4) a-*-de ’ka’ or ’qe’ ’ta’, ’ra’, ’to’, ’pi’, ’no’, ’re’,

’ja’, ’nu’, ’wo’, ’jo’

KN Bk 802 ra-ti-* ’jo’ ’ja’, ’bl’, ’ke’, ’ka’, ’wa’,
’ti’, ’a’, ’jo’, ’qa’, ’to’

KN Bk 804 a-pa-re-* ’u’ ’so’, ’ta’, ’ka’, ’te’, ’se’, ’si’,
’wa’, ’ti’, ’we’, ’po’

KN Bk 806 + 6053 + frr. ko-*-no ’pi’ or ’wi’ ’a’, ’*56’, ’ko’, ’ta’, ’bl’,
’wo’, ’mo’, ’wa’, ’no’, ’ka’

KN Bk 806 + 6053 + frr. *-wo-ta ’pi’ or ’e’ ’ro’, ’to’, ’da’, ’jo’, ’no’,
’qo’, ’nu’, ’ko’, ’du’, ’di’

KN Bk 806 + 6053 + frr. ko-*-ka-ra-te-ne ’wo’ ’bl’, ’no’, ’a’, ’wo’, ’ja’,
’wa’, ’ta’, ’si’, ’i’, ’e’

KN B 809 *-sa-do-ro-jo ’ke’ ’bl’, ’ta’, ’ro’, ’no’, ’jo’,
’ka’, ’ja’, ’ne’, ’e’, ’so’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja *-ki-wa-ta ’a’ or ’a3’ ’no’, ’mi’, ’ru’, ’so’, ’pe’,
’da’, ’si’, ’*56’, ’to’, ’do’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja wa-du-*-to ’ni’ or ’sa’ ’ri’, ’se’, ’*22’, ’qa’, ’ni’,
’su’, ’ru’, ’no’, ’*56’, ’ka’

KN As 1516 *-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’i’, ’do’, ’se’, ’ku’, ’wi’, ’po’,
’na’, ’tu’, ’wa’, ’a’

KN As 1516 ku-*-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’i’, ’ta’, ’se’, ’do’, ’qe’, ’o’,
’su’, ’ra2’, ’ko’, ’nwa

KN As 1516 se-to-i-ja qa-si-re-wi-ja pi-*-jo ’ri’ ’ri’, ’ro’, ’si’, ’re’, ’sa’, ’da’,
’mi’, ’ra’, ’tu’, ’ru’

KN Bk 5134 to-ke-* ’u’ ’a’, ’bl’, ’ka’, ’to’, ’o’, ’ja’,
’e’, ’ti’, ’ru’, ’ta’

KN Bk 5172 *-wa-ta ’ku’ ’ro’, ’bl’, ’ki’, ’di’, ’re’, ’ko’,
’so’, ’u’, ’a3’, ’qo’

KN Bk 5172 wi-do-*-wi ’wo’ ’ti’, ’bl’, ’so’, ’wo’, ’ro’, ’si’,
’su’, ’sa’, ’ne’, ’o’

KN As 5609 + 6067 *-ke-u ’i’ or ’pa’ ’to’, ’ro’, ’te’, ’nu’, ’sa’, ’e’,
’ne’, ’ke’, ’de’, ’zo’

KN Am 5882 + 5902 *-so ka-ma-jo ’to’ ’to’, ’po’, ’na’, ’ko’, ’no’,
’nu’, ’du’, ’pu’, ’ro’, ’e’

KN As 5932 [+] 8342 a-*-we ’ro’ ta’, ’ko’, ’re’, ’te’, ’ma’, ’ro’,
’ra’, ’pi’, ’nu’, ’du’

KN Ak 7022 [+] 7024 *-ki ’do’ ’si’, ’jo’, ’ro’, ’to’, ’no’, ’bl’,
’ta’, ’ja’, ’ne’, ’so’

KN Ak 7022 [+] 7024 *-ki ko-wa me-zo-e ’do’ ’to’, ’te’, ’jo’, ’po’, ’qo’, ’e’,
’na’, ’si’, ’no’, ’me’

KN Ak 7022 [+] 7024 *-ki ko-wa me-wi-jo-e ’do’ te’, ’to’, ’po’, ’jo’, ’qo’, ’si’,
’e’, ’ro’, ’we’, ’no’

KN Ak 7022 [+] 7024 *-ki ko-wo me-zo-e ’do’ ’to’, ’te’, ’po’, ’jo’, ’si’, ’e’,
’na’, ’qo’, ’no’, ’ro’

KN Ak 7022 [+] 7024 *-ki ko-wo me-wi-jo-e ’do’ te’, ’po’, ’jo’, ’to’, ’e’, ’we’,
’si’, ’qo’, ’na’, ’no’

KN Ak 7022 [+] 7024 *-ki do-e-ra ’do’ ’si’, ’ta’, ’no’, ’ro’, ’qa’,
’di’, ’wi’, ’we’, ’sa’, ’i’

KN Bo 7043 + 7925 *-ra-so ’ka’ or ’qe’ or ’we’ ’bl’, ’ti’, ’e’, ’ta’, ’ku’, ’pa’,
’zo’, ’si’, ’ka’, ’wo’

KN Bg 7682 ri-si-* ’jo’ ’ja’, ’jo’, ’no’, ’ta’, ’se’, ’ni’,
’mi’, ’re’, ’ke’, ’de’

KN Ai 7745 *-ja-to si-qa ’ri’ ’ra’, ’ri’, ’ni’, ’ti’, ’na’, ’i’,
’mi’, ’bl’, ’ku’, ’re’

Table 3: Bibliographic annotations (Chadwick et al., 1987) comparing to TL predictions in the 29 sequences appear
in the real cases of series A&B (CASE A).
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Damaged Tablets Sequences Bibliographic annota-
tion BRNN TOP-10

KN B 164 + 5666 +
7136 + 7544 + 8120 +
frr.

o-da-* ’ke’ or ’je’ ’ra’, ’ko’, ’wo’, ’zo’, ’su’,
’*22’, ’to’, ’*56’, ’sa’, ’wa’

KN As 605 + 5869 +
5911 + 5931 + frr. *-no pe-ro-qe ’me’ or ’ro’ ’a’, ’re’, ’qa’, ’to’, ’da’, ’wi’,

’ki’, ’su’, ’ne’, ’ti’
KN Bk 799 + 8306 (Fig.
4) a-*-de ’ka’ or ’qe’ ’to’, ’ta’, ’no’, ’po’, ’te’,

’nu’, ’mi’, ’tu’, ’pe’, ’a’

KN Bk 802 ra-ti-* ’jo’ ’ri’, ’to’, ’e’, ’so’, ’we’, ’i’,
’ti’, ’qa’, ’ni’, ’di’

KN Bk 804 a-pa-re-* ’u’ ’ta’, ’so’, ’i’, ’wa’, ’po’, ’jo’,
’si’, ’we’, ’u’, ’ka’

KN Bk 806 + 6053 + frr. ko-*-no ’pi’ or ’wi’ ’a’, ’wo’, ’ko’, ’to’, ’ta’,
’no’, ’ma’, ’ro’, ’du’, ’po’

KN Bk 806 + 6053 + frr. *-wo-ta ’pi’ or ’e’ ’a’, ’we’, ’ko’, ’po’, ’ra’, ’u’,
’da’, ’qi’, ’bl’, ’o’

KN Bk 806 + 6053 + frr. ko-*-ka-ra-te-ne ’wo’ ’a’, ’wo’, ’to’, ’ta’, ’e’, ’tu’,
’o’, ’bl’, ’ku’, ’da’

KN B 809 *-sa-do-ro-jo ’ke’ ’u’, ’bl’, ’to’, ’a’, ’qa’, ’pi’,
’te’, ’di’, ’we’, ’ka’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja *-ki-wa-ta ’a’ or ’a3’ ’pu’, ’a’, ’ro’, ’pe’, ’si’, ’wi’,
’pi’, ’se’, ’di’, ’su’

KN As 1516 ko-no-si-ja ra-wa-ke-si-ja wa-du-*-to ’ni’ or ’sa’
’se’, ’si’, ’ri’, ’ke’, ’*22’,

’we’, ’to’, ’po’, ’o’, ’pe’,
’mi’

KN As 1516 *-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’pe’, ’pa’, ’wa’, ’i’, ’do’,
’ni’, ’du’, ’ta’, ’ma’, ’su’

KN As 1516 ku-*-ti-jo qa-si-re-wi-ja a-nu-to ’ta’ or ’ra’ ’ta’, ’su’, ’po’, ’to’, ’pa’,
’du’, ’pe’, ’i’, ’ko’, ’ro2’

KN As 1516 se-to-i-ja qa-si-re-wi-ja pi-*-jo ’ri’ ’ri’, ’ra’, ’ni’, ’da’, ’ti’, ’si’,
’ki’, ’wa’, ’mi’, ’pi’

KN Bk 5134 to-ke-* ’u’ ’ko’, ’ja’, ’so’, ’qa’, ’ku’,
’da’, ’to’, ’u’, ’a’, ’ru’

KN Bk 5172 *-wa-ta ’ku’ ’we’, ’a’, ’po’, ’bl’, ’si’, ’o’,
’ki’, ’te’, ’ti’, ’re’

KN Bk 5172 wi-do-*-wi ’wo’ ’pe’, ’e’, ’sa’, ’po’, ’ra’,
’do’, ’te’, ’zo’, ’ti’, ’pa’

KN As 5609 + 6067 *-ke-u ’i’ or ’pa’ ’pe’, ’te’, ’ri’, ’ke’, ’no’,
’ro’, ’se’, ’zo’, ’wo’, ’do’

KN Am 5882 + 5902 *-so ka-ma-jo ’to’ ’to’, ’ta’, ’ke’, ’do’, ’sa’,
’ni’, ’qa’, ’te’, ’ne’, ’e’

KN As 5932 [+] 8342 a-*-we ’ro’ ’ko’, ’pe’, ’te’, ’po’, ’nu’,
’ke’, ’a’, ’da’, ’me’, ’no’

KN Ak 7022 [+] 7024 *-ki ’do’ ’jo’, ’pe’, ’ni’, ’wo’, ’tu’,
’te’, ’no’, ’to’, ’ja’, ’ta’

KN Ak 7022 [+] 7024 *-ki ko-wa me-zo-e ’do’ ’ni’, ’ka’, ’wi’, ’tu’, ’mi’,
’te’, ’na’, ’pe’, ’to’, ’ki’

KN Ak 7022 [+] 7024 *-ki ko-wa me-wi-jo-e ’do’ ’ni’, ’mi’, ’te’, ’tu’, ’na’,
’wi’, ’ki’, ’re’, ’e’, ’ti’

KN Ak 7022 [+] 7024 *-ki ko-wo me-zo-e ’do’ ’to’, ’ka’, ’ni’, ’na’, ’wi’,
’tu’, ’pe’, ’te’, ’do’, ’ja’

KN Ak 7022 [+] 7024 *-ki ko-wo me-wi-jo-e ’do’ ’ni’, ’ka’, ’to’, ’na’, ’wi’,
’tu’, ’pe’, ’ki’, ’se’, ’do’

KN Ak 7022 [+] 7024 *-ki do-e-ra ’do’ ’ka’, ’ki’, ’to’, ’do’, ’wi’,
’su’, ’mi’, ’ti’, ’tu’, ’ni’

KN Bo 7043 + 7925 *-ra-so ’ka’ or ’qe’ or ’we’ ’ka’, ’si’, ’zo’, ’se’, ’wo’,
’qe’, ’ta’, ’a’, ’nu’, ’mo’

KN Bg 7682 ri-si-* ’jo’ ’ja’, ’wo’, ’jo’, ’ra’, ’ni’,
’to’, ’ta’, ’ti’, ’de’, ’ri’

KN Ai 7745 *-ja-to si-qa ’ri’ ’ri’, ’ro’, ’ni’, ’di’, ’ti’, ’mi’,
’ke’, ’pe’, ’te’, ’re’

Table 4: Bibliographic annotations (Chadwick et al., 1987) comparing to TL predictions in the 29 sequences appear
in the real cases of series A&B (CASE B).
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