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Abstract

We present BabyLemmatizer models for lem-

matizing and POS-tagging Earlier Egyptian,

Coptic and Demotic to test the performance

of our pipeline for the ancient languages of

Egypt.1 Of these languages, Demotic and Ear-

lier Egyptian are known to be difficult to anno-

tate due to their high extent of ambiguity. We

report lemmatization accuracy of 86%, 91%

and 99%, and XPOS-tagging accuracy of 89%,

95% and 98% for Earlier Egyptian, Demotic

and Coptic, respectively.

1 Introduction

Lemmatization is an annotation task that aims to la-

bel word forms with their dictionary forms, known

as lemmata. This is necessary for languages with

complex writing systems or morphology that would

otherwise preclude effective word searches using

simple keywords. By enabling the location of all in-

flected forms and spelling variants of any searched

word, lemmatization opens several interesting av-

enues for quantitatively studying historical texts

and their language.

POS tagging is another annotation task that aims

to label word forms with their part-of-speech tags.

This can be useful for simple named entity recog-

nition, syntactic parsing, and disambiguation of

lemmatization results. The more fine-grained the

POS tagging is, the more information it can provide

about the words in the corpus.

In this paper, we present lemmatizer and POS-

tagger models for Earlier Egyptian, Coptic, and

Demotic. Earlier Egyptian and Demotic pose par-

ticular challenges for lemmatization due to their

ambiguous word forms, which are often only one

or two characters long. To our knowledge, neural

lemmatization of these languages has not been at-

tempted before. Ourmodels are based onBabyLem-

matizer, an OpenNMT-based neural lemmatizing

1The models are available at https://huggingface.co/
asahala

and POS-tagging pipeline designed primarily for

historical languages. Previously, BabyLemmatizer

has been evaluated on Sumerian, Babylonian, Neo-

Assyrian, Urartian, Latin, and Ancient Greek with

promising results (Sahala and Lindén, 2023).

2 Languages and Datasets

Egyptian-Coptic existed as a spoken language long

before its first written records (Pre-Old Egyptian,

(Kammerzell, 2005)). It is attested in writing from

approximately 3000 BCE until around 1400 CE.

For several millennia, it was the majority language

of the lower Nile valley until it was gradually dis-

placed by Arabic, leading to its eventual extinction.

Today, only the Bohairic dialect of Coptic remains,

serving as the liturgical language of the Coptic Or-

thodox Church. Egyptian-Coptic is classified as the

only member of a now extinct branch of Afroasi-

atic, with its closest relatives being the Semitic and

Berber languages (Schenkel, 1990; Grossman and

Richter, 2015). Its placement within the Afroasiatic

language family has recently become a topic of re-

newed debate (Almansa-Villatoro and Štubňová

Nigrelli, 2023). The language history is gener-

ally divided into two major phases: Earlier Egyp-

tian, which includes Old Egyptian (2700–2000

BCE) and Middle Egyptian (2000–1400 BCE), and

Later Egyptian, which encompasses Late Egyp-

tian (1350–600 BCE), Demotic (800 BCE-450 CE),

and Coptic (300–1400 CE). Numerous comprehen-

sive linguistic overviews discuss the phonology,

morphology, and syntax of the language and its

long-term developments (Allen, 2013; Haspelmath,

2015; Loprieno, 1995, 2004; Loprieno and Müller,

2012; McLaughlin, 2022; Müller, 2020; Schenkel,

1990; Stauder, 2020).

According to Egyptological conventions, Egyp-

tian texts (including Demotic) are presented in sev-

eral layers: (1) in the original script (e.g., as a fac-

simile, as a handcopy, or printed in a hieroglyphic
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font) or, in the case of hieratic, transliterated into hi-

eroglyphs, (2) in Egyptological transcription (com-

monly referred to as transliteration in English), and

(3) in translation. In linguistic studies, morpho-

logical analyses are often presented as interlinear

glosses following the Leipzig Glossing Rules (Di

Biase-Dyson et al., 2009). Coptic, using a Greek-

based alphabetic script, is usually not transliterated

unless it is presented to an audience not familiar

with ancient languages (Grossman and Haspelmath,

2015).

Like the native writing systems that do not repre-

sent vowels—except for the Coptic script—Egyp-

tological transcription focuses exclusively on con-

sonants. It does not attempt to encode the spellings

on a character level, but rather aims to represent the

consonantal skeleton (roots). Consequently, dis-

tinctions made in the indigenous Egyptian scripts

are not captured, leading to a high number of homo-

graphs in the scholarly representation of Egyptian,

including Demotic (see Figure 1). In response to

this, lexicographical projects have adopted lemma

IDs in addition to lemma forms, and have estab-

lished chronolect-specific lemma lists (Egyptian

and Demotic: TLA = Thesaurus Linguae Aegyp-

tiae, (Grallert et al., 2024); Coptic: CCL = Compre-

hensive Coptic Lexicon, (Burns et al., 2020)). As

a result, a lemmatizer designed for scholarly pur-

poses must be trained to map tokens to lemma IDs,

not just to lemma forms, to effectively integrate

with existing digital corpora.

For Coptic, which is typically not transliterated,

the issue of homonymy is less pronounced but

nonetheless present, often resulting from phonetic

changes or only obvious when considering material

from several different dialects (see Figure 2).

2.1 Earlier Egyptian

Earlier Egyptian encompasses the chronolects

Old Egyptian (Allen, 2015) and Middle Egyptian

(Schenkel, 2001). It is classified as a fusional lan-

guage, characterized by root-and-pattern morphol-

ogy (roots inflection). The word order is relatively

fixed; in sentences with a verbal predicate, the struc-

ture follows a V-S-O schema (Loprieno, 1988). Ad-

ditionally, there are three other sentence types with

non-verbal predicates: nominal, adjectival, and ad-

verbial (Loprieno et al., 2017).

Texts from these periods are written either in

monumental hieroglyphic or in hieratic, a cursive

script. Both scripts are mixed systems that uti-

lize various sign function classes (Polis and Ros-

morduc, 2015; Polis, 2023): logograms, mono- or

multiconsonantal phonograms, classifiers (tradi-

tionally termed determinatives), and interpretants

(also known as phonetic complements). Some re-

searchers propose more nuanced categorizations of

these sign functions, e.g. by including radicograms

(Schenkel, 2003; Polis and Rosmorduc, 2015: pp.

166-167).

Although the Thesaurus Linguae Aegyptiae cur-

rently includes almost 1.16 million tokens, a signif-

icant number of corpora and texts, while published

in print, remain unavailable in digital format. This

includes important works such as the Coffin Texts,

the Netherworld Books, and the Heqanakhte pa-

pyri (letters). Other materials still not digitized

include most temple inscriptions or recently dis-

covered texts like the letters from Balat and the

Wadi al-Jarf papyri. Additionally, many inscrip-

tions on objects located on-site, in collections and

storerooms have yet to be cataloged and are neither

available in print nor electronically.

The Earlier Egyptian dataset (TLA-Egy 2024)

is derived from the Thesaurus Linguae Aegyptiae,

corpus v18, 2023 (Richter et al., 2023). The TLA

is the largest digital corpus of Egyptian texts, cur-

rently comprising approximately 1.16 million to-

kens (Grallert et al., 2023). This dataset includes

texts from the 3rd to the early 2nd millennium BCE

(Old Kingdom to the so-called Second Intermediate

Period) across various genres: archival, historical-

biographical (royal and non-royal), tomb inscrip-

tions (non-royal), Letters to the Dead, religious

texts (Pyramid Texts), literary works (narratives,

dialogues, wisdom literature, hymns), magical and

medical texts, votive labels and inscriptions, rock

inscriptions, and stelae inscriptions (offering formu-

las). From this corpus, only sentences from the pre-

New Kingdom era without emendations, lacunae,

questionable readings or questionable translations

were selected, ensuring the dataset consists solely

of complete sentences from Old and Middle Egyp-

tian. Sentences were further filtered to include only

those with fully encoded hieroglyphic spellings and

lemmatization. The final dataset comprises 12,773

sentences, totaling 70,267 tokens.

The data is organized in a spreadsheet for-

mat, with each sentence displayed on a separate

row (tokens are separated by spaces) and vari-

ous columns providing detailed annotations: hi-

eroglyphic spelling (hieratic script is transliterated
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Figure 1: Homonymy (homography) in Egyptological transcription illustrated by the lemma ’mn’. (Lemma forms and

IDs from the Thesaurus Linguae Aegyptiae (TLA) for Earlier Egyptian and Demotic, and from the Comprehensive

Coptic Lexicon (CCL) for Coptic. Demotic spellings—written right-to-left— are sourced from the variant list of the

Demotic Palaeographical Database Project (Quack et al., 2024).

into hieroglyphs) presented in Unicode2, Egypto-

logical transcription (following the Leiden Uni-

fied Transliteration),3 lemmatization (including

both lemma-ID numbers from the TLA and lemma

forms), Part-of-speech tags (UPOS),4 morpholog-

ical glossing of the word form (in the following

treated as XPOS), and contextual translation into

German (translating the entire sentence rather than

word-by-word). The dataset also includes the dates

(post quem and ante quem) of the manuscripts and

credits to the editors/translators. All annotations

have been made by trained Egyptologists. This

dataset is published under the CC-BY-SA 4.0 In-

ternational license.

2Currently, not all hieroglyphs are available as Unicode
code points. Those not included in the Unicode standard are
represented by alphanumeric codes (e.g., Gardiner numbers,
JSesh numbers) and enclosed within a tag, e.g., <g>M134</g>.

3https://www.iae-egyptology.org/
the-leiden-unified-transliteration/

4https://universaldependencies.org/u/pos/

2.2 Demotic

The term ‘Demotic’ refers to the chronolect pre-

dominantly used in the second half of the 1st mil-

lennium BCE and the early part of the current era,

as well as to the cursive script used to write it. Fol-

lowing Alexander the Great’s conquest (332 BCE),

Greek emerged as the prestige and administrative

language, significantly influencing the linguistic en-

vironment. Demotic, however, remained dominant

in the literary and religious genres as well as for

personal communication and in documentary texts.

Demotic represents the stage of the language where

the evolutionary trends initiated in (late) Middle

Egyptian or Late Egyptian fully manifest, such as

the shift from a V-S-O to an (AUX-)S-V-O word

order (McLaughlin, 2022, pp. 274-275), the analyt-

icization of constructions that were still synthetic

in Middle and Late Egyptian, and the (re-)syntheti-

cization of Late Egyptian analytic constructions

(McLaughlin, 2022). Thus, Demotic exhibits par-
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Figure 2: Homonymy in the Coptic dialects Sahidic, Fayyumic and Mesokemic illustrated by a selection of lemmata

with the form ⲙⲉ. (Lemma forms and IDs for Earlier Egyptian from the Thesaurus Linguae Aegyptiae (TLA);

lemma IDs for Coptic from the Comprehensive Coptic Lexicon (CCL); lemma forms for Sahidic also from the

Comprehensive Coptic Lexicon, for Fayyumic and Mesokemic from (Westendorf, 1977)).

tial alignment with both Late Egyptian and Cop-

tic. This dual alignment is reflected in linguistic

overviews, where Demotic is often characterized

by its similarities to or contrasts with Late Egyptian

(Quack, 2006; Winand, 2018) and Coptic (Richter,

2023), respectively.

Despite its significance for understanding the

Egyptian Late and Greco-Roman periods, and the

substantial amount of material preserved, Demotic

remains largely underrepresented in digital corpora.

This underrepresentation is attributed to the chal-

lenging nature of the material—marked by frag-

mentation and extremely cursive script—and the

limited number of experts capable of editing it. In

1998, Kim Ryholt estimated that since the 1930s,

’less than one per cent of the known material’ in the

literary corpus had been published (Ryholt, 1998,

p. 151). Although many texts have been edited and

are available in print since that time, the number of

texts available in electronic form remains limited,

both for literary and documentary texts.

The Demotic dataset (tla-demotic-v18-premium,

TLA-Dem 2024) represents a well-balanced selec-

tion of genres, encompassing literary works (nar-

ratives, mythological texts, wisdom texts, etc.), re-

ligious texts, documentary/administrative records

(priestly decrees, temple inventories, letters, re-

ceipts, ration lists, among others), legal documents

(codes, marriage and divorce settlements, sales

deeds, wills, guarantees), graffiti/dipinti, oracular,

omen, dream, medical and magical texts, as well

as school exercises. Similar to the Earlier Egyp-

tian dataset, this dataset is derived from corpus

v18 of the TLA from 2023. It comprises 13,383

sentences totaling 117,314 tokens. The selection,

presentation, and licensing criteria mirror those of

the Earlier Egyptian dataset, with the exceptions

that (1) the tokens are represented exclusively in

scholarly transcription (‘transliteration’), not in any

indigenous script, and (2) XPOS pertains to the

lemma, not to the word form. The corpus has been

annotated by trained Demotists.

2.3 Coptic

Coptic was the vernacular language during the

Christian period in Egypt, while Greek continued

to serve as the prestige and administrative language.

Following the Arab conquest of Egypt, Arabic be-

gan to spread. By the 8th century CE, Greek had

been replaced by Coptic in all domains, only to be

gradually overtaken by Arabic. During the emer-

gence of Coptic, indigenous writing systems were

abandoned in favor of an alphabetic script that in-

cluded vowels, primarily based on Greek with an

addition of 6 or 7 characters borrowed from De-

motic, varying by dialect. Coptic does not exhibit

root inflection and displays polysynthetic features,

including noun incorporation (Grossman, 2019;

Miyagawa, 2023). Grammatical morphemes are

typically affixed, which categorizes Coptic as an ag-

glutinative language. Particularly in the early cen-

turies CE, the linguistic landscape was marked by

significant dialectal variation (Funk, 1988; Richter,
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2023). The commonly preferred Coptic word or-

der is (AUX-)S-V-O, and the adjectival sentence

pattern has disappeared.

The Coptic data utilized in this study is sourced

from the Coptic Scriptorium project (Schroeder and

Zeldes, 2016). The corpus, spanning versions 4.2.0

to 4.5.0, primarily comprises Christian literary and

biblical texts, along with some letters from amonas-

tic setting in the Sahidic dialect. Available for

download in various formats, including CoNLL-U,

from the Coptic Scriptorium’s GitHub repository,

the CoNLL-U formatted data includes 515,142 to-

kens. The annotation layers in the CoNLL-U files,

used for this paper, adhere to the standard CoNLL-

U format specifications: ID, form, lemma, Uni-

versal POS (UPOS), project-specific POS (XPOS),

morphological features, and, to some extent, syntac-

tic head, Universal Dependencies Relation, along

with other annotations not pertinent to our study.

Unlike the Earlier Egyptian and Demotic corpora,

the lemmatization in this corpus maps tokens to

surface forms (strings) rather than to IDs, and does

not disambiguate homonyms. The numerous Greek

loanwords in Coptic are annotated in the same man-

ner like the Egyptian-based vocabulary. The anno-

tation quality varies across three levels: automatic

(machine-only annotations), checked (verified for

accuracy by a Coptic expert), and gold (extensively

reviewed for accuracy). The data is licensed under

CC-BY-SA 3.0 and 4.0, except for the ‘Sahidica’

New Testament sub-corpus, which is copyrighted

(c) 2000-2006 by J Warren Wells.

3 Previous Work

Schroeder and Zeldes trained the TreeTagger for

POS-tagging and lemmatization, achieving an av-

erage accuracy of 95.12% for POS-Tagging and of

96.78% for lemmatization (Zeldes and Schroeder,

2016, 2015), both in ten-fold cross-validation. The

same authors implemented a look-up based lemma-

tizer for the Coptic Scriptorium in Python, which

first POS tags the word forms and then assigns the

wordform + POS combination to its most common

lemma (Schroeder and Zeldes, 2016). As of now,

this system does not do disambiguation in case mul-

tiple lemmatization options are possible. Smith

and Hulden built the first finite-state grammar for

Sahidic Coptic (Smith and Hulden, 2016). The lex-

icon of this implementation comprised 95 verbs,

50 nouns, 65 productive prefixes, 36 closed-class

words such as demonstratives and conjuctions, and

numerous proper names, all represented in Latin

transliteration. The authors reported their system

to achieve a recall of 94.6% (precision is not re-

ported), every input word form having 2.9 analyses

on average. This implementation does not feature

lemma disambiguation either.

SIGTYP 2024 Shared Task onWord Embedding

Evaluation for Ancient and Historical Languages

had Coptic as one of its languages. The tasks in-

cluded POS-tagging, lemmatization, prediction of

morphological labels and gap filling. In the con-

strained track that disallowed the use of additional

data the best POS-tagger model was reported to

have an accuracy of 96.92% (predicting top-1 label)

and the lemmatizer an weighted average accuracy

of 95.07% over predicting top-1 and top-3 labels

(Dereza et al., 2024, Table 5).

4 Preprocessing

For Earlier Egyptian and Demotic we converted

the JSON into CoNLL�U. For Coptic, the data

was already in the CoNLL�U format, and could

be used for BabyLemmatizer as it was.

The Demotic and Earlier Egyptian lemmatiza-

tion use identifiers to disambiguate between homo-

phonic lemmata. This is necessary, because De-

motic and Earlier Egyptian word forms are often

ambiguous and short, as already demonstrated ear-

lier in this paper. The identifiers are encoded as

integer sequences up to six digits in length, sepa-

rated from the lemmawith a pipe, as in 550034|nfr.
In our initial tests, these sequences seemed to cause

slight performance issues for the lemmatizer in

terms of accuracy, as accidental incorrect predic-

tion of a single identifier digit resulted into a wrong

lemma even if the phonetic part of the lemma

was predicted correctly. In addition, it turned out

that prediction of long arbitrary integer sequences

with no relation to the phonetic form for out-of-

vocabulary (OOV) lemmata was very unreliable,

rendering predictions for word forms with OOV

forms nearly impossible.

To overcome this issue, we compressed the iden-

tifiers by replacing them with shorter number se-

quences tied to the phonological representations of

the lemmata. For instance, in the case of a lemma

wr having four different senses, we enumerated

them as 0|wr, 1|wr, 2|wr and 3|wr instead of using

arbitrarily long integer sequences. We based the

compressed identifiers on the lemma frequency, 0

having the highest frequency. We hoped that this
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decision would make leading zero the most likely

prediction for OOV word forms, and therefore, the

model would suggest the statistically most probable

lemmata for word forms the model has not seen in

the training data.5

Based on our experiments, identifier compres-

sion effectively doubles the accuracy of OOV

lemmatization and increases the overall accuracy

on average by 3%. After the lemmatization, the

original identifiers can be restored by a simple dic-

tionary mapping for all in-vocabulary words with

known lemmata. For OOV word forms with pre-

viously unseen lemmata, the identifiers have to be

defined manually. As Babylemmatizer marks the

predictions for OOV word forms automatically in

the output CoNLL-U, finding these instances is

relatively easy.

Due to character encoding issues with the Egyp-

tian hieroglyphs, we represented them as their Uni-

code code points in 8-character long sequences sep-

arated from each other with a dash symbol.6 The

input encoding will be discussed in a closer detail

in the following section.

5 BabyLemmatizer

BabyLemmatizer is a lemmatization and POS-

tagging pipeline designed especially for historical

languages.7 It has been optimized for the cuneiform

writing system used in Mesopotamia from 3200

BCE to 100 CE, but its tokenizer has been recently

extended to also support alphabetic scripts (Sahala

and Lindén, 2023).

BabyLemmatizer uses a deep attentional encoder-

decoder network, with a two layer BiLSTMencoder

that reads the input as a character sequence. The

output sequence is generated by a two layer unidi-

rectional LSTM decoder with input feeding atten-

tion. In our models we use the default batch size of

64 and start the learning rate decay halfway through

the training process.

The system is based on the Open Neural Ma-

chine Translation Toolkit (Klein et al., 2017) and

it handles POS-tagging and lemmatization as ma-

chine translation tasks by mapping two sequences

of symbols with each other and trying to learn their

5Alternative option would have been to handle the ID se-
quences as monolithic tokens, but this would have required
modifications to the BabyLemmatizer source code.

6We had issues reading UTF-16 characters when convert-
ing the JSON data into ConLL-U on Windows and had to read
them in binary to get the code points.

7The tool is available at https://github.com/asahala/
BabyLemmatizer

relation to each other. Examples are given in the

following section.

BabyLemmatizer combines the strengths of neu-

ral and look-up based lemmatizers by first lemma-

tizing the input text using the neural network and

then using a look-up to verify the labels predicted

for all in-vocabulary words. The system also scores

the lemmatizations by their confidence, which al-

lows human annotators to first focus on the most

likely incorrect lemmata instead of going through

the whole dataset. This scoring system is designed

for cuneiform languages and has a slightly less rele-

vance for non-logosyllabic scripts, but it still labels

the words with scores as shown in Table 1. These

scores are included in the output CoNLL-U file.

5.1 Input Encoding

For all models except the Egyptian Hieroglyphic

model, we use BabyLemmatizer’s alphabetic tok-

enization, which splits the inputs into character se-

quences. We use the default context window sizes

for POS and lemma prediction: two preceding and

two following word forms for POS tagging, and the

preceding and following POS tags for lemmatiza-

tion. Examples of the source and target sequences

are shown for the POS tagger in Table 2 and for the

lemmatizer in Table 3, using Demotic translitera-

tion.

We use transliteration as input for Demotic be-

cause the Demotic script is not supported by Uni-

code. For Coptic, we use the Unicode represen-

tation of the Coptic script. For Earlier Egyptian,

which appeared to be the most difficult dataset

to annotate, we use two different input formats:

transliteration and a concatenation of hieroglyphs

and transliteration. In our initial tests, using the

hieroglyphic script alone yielded poor results, so

we have not reported these results.

We represent hieroglyphs as their Unicode

code points in hexadecimal format merged in

pairs, the pairs separated from each other with

dashes, as in D80CDEA2-D80CDC9D from

\ud80c\udea2\ud80c\udc9d. We concatenated

these representations in the beginning of the translit-

erations and used BabyLemmatizer’s cuneiform

tokenizer to treat the hieroglyphs as monolithic in-

divisible tokens, but preserving the transliterations

as divisible character sequences to retain substring

information.

Our motivation for concatenating hieroglyphs

and transliteration came from the transliteration of

the cuneiform script, where homophonic transliter-
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Score Description of the word form

0 & 1 Reserved for cuneiform languages only (out-of-vocabulary logograms)

2 Out-of-vocabulary (does not occur in training data)

3 Ambiguous (distribution of lemmata assigned for this word form in training

data is close to uniform)

4 Slightly ambiguous (of all lemmata given to this word form in training data

one occurs 70% of the time.)

5 Likely unambiguous (as in score 4, and occurs in a known XPOS context)

Table 1: Confidence scoring.

Source = y | ( r ) | « d y . t » | w y | = f

Target V

Table 2: POS-tagger input and output label. The center

word is enclosed in double angle brackets and the words

are separated from each other with pipes.

Source d y . t P0=PTCL P1=V P2=V

Target 0 | d y

Table 3: Lemmatizer input and output label. The input

word form is given first, followed by its POS tag and

the POS tags immediately before and after it.

ations are distinguished from each other by adding

an index number to indicate which sign was used in

the original text (for example, u2 and u3 are written

using different cuneiform signs despite having the

same phonetic value in Akkadian). Since Egyp-

tological transliteration does not use indexing, we

hypothesized that adding information about the hi-

eroglyphs would alleviate some of the ambiguity in

the transliterations. As reported in the evaluation

section, this did not significantly impact the results,

but it did improve the out-of-vocabulary (OOV)

lemmatization accuracy.

We made various unsuccessful attempts to deal

with the ambiguity, especially in the Earlier Egyp-

tian texts, by altering the input and output strings.

First, we attempted to use the UPOS tags instead

of XPOS tags as context information for the lem-

matizer, due to UPOS tags being easier to predict

correctly and being simpler. Second, we predicted

lemmata without the numeric identifiers alongside

theXPOS tags and used these simplified lemmata as

context information for predicting the final lemma.

Third, we attempted to produce the lemmata with

identifiers by using a concatenation of word forms

as the input format, taking one or more preceding

and following word forms into account.

Finally, we also modified the BabyLemmatizer

source code to use a larger context window when

predicting POS tags and lemmata for Earlier Egyp-

tian, but this did not improve the results either. In

fact, increasing the context window for lemmatiza-

tion was generally detrimental to accuracy, possibly

due to the small dataset, which rendered the model

unable to make generalizations based on very long

input sequences.

As none of these experiments consistently im-

proved accuracy, we will report only the results for

the default BabyLemmatizer settings in the evalua-

tion section.

6 Evaluation

We make a 80/10/10 train/dev/test split of our

datasets and evaluate our models using 10-fold

cross-validation. We use accuracy as our evalu-

ation metric, that is, the percentage word forms that

were assigned the correct label (LEMMA, XPOS,

UPOS) by the system. As out baseline, we use

a dictionary-based lookup that assigns the word

forms with their most common UPOS, XPOS and

LEMMA labels (see Table 5). Our final results are

summarized in Table 6, confidence intervals of the

cross-validation shown in parentheses.

Category Coptic Demotic E. Egy.

XPOS 61 46 234

UPOS 15 11 10

LEMMA 8 557 5 683 6 270

FORM 8 977 7 807 8 109

Tokens 515,142 117,314 70,267

Table 4: Number of unique labels and word forms in

our datasets. Earlier Egyptian word form count is based

on the number of unique Latin transliterations.

The performance for Coptic is high, but this is

partly explainable due to the low number of out-of-

vocabulary words, and as for lemmatization, due to

the lack of lemma identifiers. Yet, even when the
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Coptic Demotic E. Egyptian T E. Egyptian H+T

XPOS 83.74 87.06 71.52 68.09

UPOS 87.41 88.22 84.99 78.54

LEMMA 90.20 81.19 75.73 71.21

Table 5: Baseline results. Average labeling accuracy (%) over the test sets.

Whole dataset

Coptic Demotic E. Egyptian T E. Egyptian H+T

XPOS 97.98 (±0.05) 95.14 (±0.13) 88.43 (±0.18) 88.65 (±0.10)

UPOS 97.96 (±0.07) 96.83 (±0.31) 94.32 (±0.22) 94.70 (±0.21)

LEMMA 98.60 (±0.03) 91.40 (±0.20) 85.52 (±0.33) 85.42 (±0.33)

OOV-rate 0.91 3.90 5.90 14.59

OOV word forms only

Coptic Demotic E. Egyptian T E. Egyptian H+T

XPOS 77.60 (±1.15) 71.11 (±1.53) 59.14 (±1.99) 66.70 (±0.89)

UPOS 75.33 (±2.13) 82.51 (±2.05) 76.88 (±2.15) 82.92 (±1.11)

LEMMA 87.44 (±0.76) 48.16 (±1.57) 50.47 (±1.36) 61.38 (±2.16)

Table 6: Results of the 10-fold cross-validation. OOV-rate shows the average percentage of OOV word forms in the

test set in respect to training corpus. E. Egyptian T stands for transliteration and H+T for concatenated hieroglyphs

and transliteration. The upper table shows overall results and the lower table the results for OOV word forms only.

number of OOVs are taken into account, the labels

seem to be easy to predict compared to our other

two datasets. Coptic dataset is also likely easier

due to it being almost five times larger than that of

Demotic, for instance. The word form to corpus

size ratio is thus significantly lower, allowing the

system to better learn their relations to the labels in

context (cf. Table 4). For bench marking purposes,

we also evaluated our system on the SIGTYP 2024

Shared Task dataset for Coptic. Our POS-tagger

achieved an accuracy of 94.76% and our lemmatizer

an accuracy of 96.20%. Although our POS-tagger

underperformed the winner by 2.16%, the perfor-

mance of our lemmatizer was at least on par with

the best implementation, taking into account our

system predicted only one label, whereas the best

SIGTYP 2024 model’s accuracy of 95.07% was

based on the average two scores: predicting the

correct lemma among the top-3 predictions and pre-

dicting only the top-1 lemma (Dereza et al., 2024).

The results for Demotic are on par with those

earlier reported for Akkadian, Greek and Latin (Sa-

hala and Lindén, 2023), except for lemmatization

that performs slightly worse than expected due to

high degree of ambiguity.

Low performance on Earlier Egyptian XPOS tag-

ging is partly explainable by the size of its XPOS

label set that also encodes the morphological analy-

sis of the word. This makes the set four times larger

than that of Coptic and five times the size of that of

Demotic (Table 4). Another factor is the ambiguity

of Egyptian word forms, which makes predicting

the morphological labels difficult. The ambiguity

also affects lemmatization performance, which is

untypically low compared to other languages lem-

matized with BabyLemmatizer. For UPOS tagging

the results are better, but still slightly lower than

for our other two datasets.

It seems that using the concatenation of hiero-

glyphs and transliteration yields slightly better re-

sults, but as it increases the portion of OOV word

forms, the overall accuracy remains same. Notice-

able improvement takes place in OOV lemmatiza-

tion and POS-tagging, where including information

about the hieroglyphs increases the accuracy up to

ca. 10% (compare the E. Egyptian T and E. Egyp-

tian H+T results in the lower section of Table 6).

7 Conclusions

We presented models for predicting lemma, UPOS

and XPOS labels for Earlier Egyptian, Demotic

and Coptic. Our models achieved an accuracy of

88% to 98% for XPOS tagging and 85% to 99%

for lemmatization, depending on the input format
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and the language in question. We attempted vari-

ous techniques to improve the accuracy of Earlier

Egyptian lemmatization and POS tagging but were

unable to achieve significantly better results. We

hypothesized that the poor results are likely due to

the small corpus size and the proportionally higher

number of word form types compared to our other

datasets.
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