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Introduction: Understanding Language in the

Human-Machine Era

Large language models (LLMs) have revolutionized the way interactional artificial in-
telligence (AI) systems are developed, as they are made available to ordinary users. Sig-
nificant advances have been observed in applications such as conversational AI and ma-
chine translation, and their widespread use in the so called human-machine era, where
technology is integrated with our senses (Sayers et al., 2021), is undeniable; those mod-
els have produced remarkable achievements in several benchmarks (Gao et al., 2021;
Hendrycks et al., 2021; Wang et al., 2019; Zhou et al., 2020), and the scientific commu-
nity has discussed emergent properties (Wei et al., 2022) that result from scaling laws
(Kaplan et al., 2020). Nevertheless, state-of-the-art systems are still prone to brittleness
in language understanding, which raises doubts about the extent to which such systems
can truly understand human language(s) (Mitchell & Krakauer, 2023).

The concept of language understanding has always been controversial (Lyons, 1990;
Michael et al., 2023). As contemporary linguistic theories have shown, meaning-making
relies not only on form and (immediate) meaning, but also on context. Thus, understand-
ing natural language entails more than observing the form and the meaning withdrawn
from that form; instead, harnessing meaning (Bender & Koller, 2020) requires access to
grounding. Understanding language is, hence, a very complex task, even for humans
(Lyons, 1990). As discourse, pragmatics, and (social) context are particularly relevant for
understanding language, how to equip language models with such linguistics-grounded
capabilities is yet to be fully understood.

Nevertheless, language models are seemingly capable of generalizing concepts,
which could arguably be seen as some kind of meaning understanding (Piantadosi & Hill,
2022), even if modest. Understanding language in the human-machine era is, therefore,
a doubly challenging task. Besides understanding the intrinsic capabilities of LLMs, it is
increasingly important to investigate the requirements and impact of using such systems
in real-world applications. As has been empirically demonstrated, LLMs can be used ef-
fectively in various applications, even without sophisticated language understanding skills,
but the lack of theories that support these findings raises concerns about which kinds of
applications, particularly those dealing directly with human interaction, pose greater risks
and ethical concerns. Notable examples include the impact of language technology on
teaching and language work. For instance, research is underway into using language
models in educational settings, including question-generation (Leite & Lopes Cardoso,
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2023); likewise, machine translation (MT) is increasingly ubiquitous, as it is used by both
language professionals and general speakers at (apparently) no cost. Yet, as MT systems
can take in a limited amount of context, they tend to make mistakes similar to those of hu-
man translators, who need to rely on their own knowledge to do their job more accurately.

As the way AI systems are intertwined with human expertise in language understand-
ing is quickly changing, some have raised the question of the role played by language
professionals in tasks such as translation. These professionals systematically add value
to building next-generation language models that use linguistic and common-sense knowl-
edge to provide more robust systems.

The “Language Understanding in the Human-Machine Era” (LUHME) workshop re-
trieves, resumes and refocuses the longstanding debate about the role of understanding
in natural language use and related applications. In particular, the workshop provides
insight into what language understanding is and whether it is required for computational
natural language tasks, such as machine translation and natural language generation.
Additionally, it furthers the discussion about the role played by language professionals
(e.g., linguists, professional translators, and language teachers) in computational natural
language understanding.

LUHME brings together researchers interested in the intersection between language
understanding and the effective use of language technologies in human-machine inter-
action to discuss, among others, language understanding in/by LLMs; language ground-
ing; psycholinguistic approaches to language understanding; discourse, pragmatics and
language understanding; socio-cultural aspects in understanding language(s); effects of
language misunderstanding by computational models; manifestations of language under-
standing; linguistic theory and language understanding by machines; linguistic, world,
and common sense knowledge in language understanding; machine translation and/or
interpreting and language understanding; human vs. machine language understanding;
role of language professionals in the LLMs era; understanding language and explainable
AI.
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Keynote Speaker
Why Most Are Wrong About LLM Understanding

Anders Søgaard
University of Copenhagen

Abstract: I identify a fallacy common to many LLM no-go theorems of the form: LLMs
cannot do X, because they were designed to – or trained to – do Y. I present observations
that seem to challenge stochastic parrot or database views of LLMs, as well as arguments
for why, contrary to popular belief, structural similarity may be sufficient for grounding.

Bio: Anders Søgaard is in a dual position as Professor of Computer Science and
Professor of Philosophy at the University of Copenhagen. He is a recipient of an ERC
Starting Grant, a Google Focused Research, a Carlsberg Semper Ardens Advanced,
and has won eight best paper awards. He has written more than 300 articles and five
academic books.
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Keynote Speaker
Untrustworthy and still revolutionary: Some thoughts on

how LLMs are changing NLP

Alexander Koller
Saarland University

Abstract: There is no doubt that large language models (LLMs) are revolutionizing
the field of natural language processing (NLP) in many ways. There are many doubts
on whether this a good thing, whether we will ever be able to overcome their inability
to reliably distinguish truth from falsehood, whether there is any place left for pre-LLM
models, and how to do good science any more.

I do not have definitive answers on any of these questions, and am personally torn
on many of them. In this talk, I will first discuss some recent research on the limitations
of LLMs for semantic parsing and on overcoming them through the use of neurosymbolic
models. I will then discuss recent work on the extent to which LLMs can capture world
knowledge and apply it to planning and reasoning tasks. I will conclude with some general
thoughts on science and engineering in NLP in the era of LLMs.

Bio: Alexander Koller is a Professor of Computational Linguistics at Saarland Univer-
sity in Saarbrücken, Germany. His research interests include planning and reasoning with
LLMs, syntactic and semantic processing, natural language generation, and dialogue sys-
tems. He is particularly interested in neurosymbolic models that bring together principled
linguistic modeling and correctness guarantees with the coverage and robustness of neu-
ral approaches. Alexander received his PhD from Saarland University and was previously
a postdoc at Columbia University and the University of Edinburgh, faculty at the University
of Potsdam, and Visiting Senior Research Scientist at the Allen Institute for AI.
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Converso: Improving LLM Chatbot Interfaces and Task
Execution via Conversational Forms

Gianfranco Demarco , Nicola Fanelli a,*, Gennaro Vessio a and Giovanna Castellano a

aDepartment of Computer Science, University of Bari Aldo Moro, Italy

Abstract. Recent advancements in large language models (LLMs)
have enabled more autonomous conversational AI agents. However,
challenges remain in developing effective chatbots, particularly in
addressing LLMs’ lack of “statefulness”. This paper presents Con-
verso, a novel chatbot framework that introduces a new conversa-
tion flow based on stateful conversational forms designed for nat-
ural data acquisition through dialogue. Converso leverages LLMs,
LangChain, and a containerized architecture to provide an end-to-
end chatbot system with Telegram as the user interface. The key in-
novation in Converso is its implementation of conversational forms,
which guide users through form completion via a structured dialogue
flow. Converso’s chatbots can be linked with multiple forms that are
automatically triggered based on the user’s intent. Our forms are fully
integrated into the LangChain ecosystem, allowing the LLM to use
tools for form completion and dynamic validation. Evaluations show
that this approach significantly improves task completion rates com-
pared to LLMs alone. Converso demonstrates how specifically de-
signed conversational flows can enhance the capabilities of LLM-
based chatbots for practical data collection applications. Our im-
plementation is available at: https://github.com/gianfrancodemarco/
converso-chatbot.

1 Introduction
Chatbots have emerged as one of the most widely adopted applica-
tions of artificial intelligence (AI) in consumer products and services.
These conversational agents directly interact with end users through
natural language interfaces, serving various domains such as enter-
tainment, education, information retrieval, e-commerce, and more
[1]. Since the early conceptualization of chatbots in the 1960s, nu-
merous approaches have been explored to enhance their capabilities,
transitioning from basic pattern-matching techniques to leveraging
advanced machine learning algorithms and language models.

Recent advancements in large language models (LLMs) have led
to a significant shift, advancing chatbots to new levels of indepen-
dence and conversational ability [2]. LLMs are complex neural net-
work architectures with billions of parameters, trained on extensive
text corpora. The extensive data on which these models are trained,
along with additional techniques like reinforcement learning from
human feedback (RLHF) [14], enables them to generate natural lan-
guage responses that closely resemble human communication. How-
ever, LLMs still face limitations, including a lack of access to up-to-
date knowledge, an inability to perform complex reasoning, and diffi-
culties interacting with external environments [13]. Researchers have

∗ Corresponding author. Email: nicola.fanelli@uniba.it.

developed techniques such as retrieval-augmented generation (RAG)
[8] and model-calling capabilities [15] to address these challenges,
allowing LLMs to leverage external data sources and tools during
inference. Furthermore, open-source frameworks like LangChain [3]
have emerged to streamline the development of LLM-based appli-
cations, including chatbots. LangChain provides a comprehensive
suite of libraries, tools, and templates that facilitate the integration
of LLMs, RAG techniques, and external tools, enabling the creation
of context-aware and reasoning-capable chatbot systems.

This paper explores the design and implementation of modern
chatbot systems leveraging LLMs, the LangChain ecosystem, and re-
lated techniques. It introduces Converso, a novel chatbot framework
that incorporates a conversation flow based on conversational forms,
enhancing traditional web forms for data acquisition through natural
language interactions. The paper discusses Converso’s system archi-
tecture, conversational flow, and use cases, highlighting the benefits
of integrating LLMs and the LangChain ecosystem. Additionally, an
evaluation protocol is presented to assess the effectiveness of conver-
sational forms in improving task completion rates.

The rest of this paper is structured as follows: Section 2 discusses
related work, Section 3 presents the Converso framework, Section
4 describes our experimental use cases and presents the results ob-
tained, and Section 5 concludes the paper.

2 Related Work
Chatbots have been an active area of research for a long time, with
early systems like ELIZA [18] and PARRY [6] employing pattern-
matching techniques with pre-defined rules and responses. Subse-
quent work incorporated machine learning algorithms for intent clas-
sification and entity extraction [1], leading to more advanced chat-
bots capable of understanding user intents and relevant context.

With recent developments in LLMs like GPT-3 [2] and PaLM [5],
there has been renewed interest in leveraging these powerful mod-
els for building conversational AI systems. LLMs have demonstrated
impressive emergent abilities in few-shot prompting settings [2] and
can engage in substantive multi-turn dialogues by conditioning on
previous conversation history [17].

However, LLMs still face limitations such as hallucinating incor-
rect facts [12], being confined to their training data distributions, and
lacking mechanisms to interact with external tools or information
sources. Several techniques have been proposed to overcome these
limitations. For instance, retrieval-augmented generation (RAG) [8]
integrates external data retrieval into the language model’s genera-
tion process to enhance factual accuracy and access to up-to-date
information. Tool calling [15, 19] allows LLMs to call and receive



Figure 1: Overview of the system architecture of a chatbot implemented using the Converso framework. The user interacts through Telegram
as the interface. User messages are written to the message queue by the Telegram bot, which also consumes the LLM messages to send chatbot
responses back to the interface. We also allow for vocal user inputs via OpenAI speech-to-text APIs. The engine is responsible for providing
prompts to the LLM via LangChain and maintaining the conversation history in a Redis data store. We use a fully containerized architecture,
implementing our components inside Docker containers orchestrated by Kubernetes.

results from external tools/APIs, enabling capabilities beyond pure
text generation, like mathematical reasoning [16] and real-world in-
teractions [10].

Such advancements, combined with the ability to influence the be-
havior of LLMs through prompt engineering [4], have opened a wide
range of applications for chatbot systems, such as data acquisition.
For example, Hakimov et al. [9] proposed a modular system based on
LLMs for form filling, creating a method to evaluate dialogues using
user simulation with an LLM. Additionally, some simple (usually
closed-source) implementations of forms for data acquisition with
LLMs have emerged online.

In contrast to these approaches, we propose a framework for cre-
ating chatbots that is fully integrated with the LangChain ecosystem.
Our innovative approach does not tie the LLM to a specific form, al-
lowing chatbot developers to specify an arbitrary number of forms
that can be invoked based on user intents. This flexibility enables
users to interact with the chatbot for various goals beyond executing
actions requiring form completion. Furthermore, with Converso, we
propose a fully containerized architecture streamlining the chatbot
creation process.

3 Our Framework: Converso

In this section, we present Converso, a framework developed as an
extension of LangChain that enables building conversational forms
for goal-oriented interactions. Converso introduces stateful conversa-
tional forms that guide users through structured data collection pro-
cesses, reducing reliance on lengthy conversation histories and miti-
gating hallucinations or deviations from the intended goals. Converso
facilitates the creation of fully containerized chatbot applications,
leveraging Kubernetes for container orchestration, an event manager
for asynchronous communication, and a Telegram bot interface as
the front end. This enables a production-ready, scalable implementa-
tion of conversational chatbots that can be seamlessly integrated into
existing systems.

3.1 System Architecture

Converso implements a fully functional chatbot system composed of
several components. An overview of the system architecture of the
Converso project is presented in Fig. 1.

All components of the Converso chatbot are created as Docker
containers orchestrated by Kubernetes. Users can interact with the
LLM via a Telegram bot interface. RabbitMQ is used as a message
broker to enable decoupling and asynchronous request processing.
Finally, Redis stores conversation history and other data, such as user
credentials.

3.2 Conversation Flow

The conversation flow generates a textual response starting from the
user’s input. This flow is constructed as a graph using LangGraph,
a library for multi-actor interactions within LangChain. The primary
components of our conversation flow are the Base Agent and the Er-
ror Agent. The Base Agent is responsible for conducting the conver-
sation with the user, while the Error Agent assists by correcting any
errors that may occur during the interaction. Agents are specific in-
stances of the LLM, each equipped with unique system prompts that
guide their behavior.

The conversation flow consists of the following steps:

1. The user’s input and conversation history are injected into a
prompt template to create the final input for the model.

2. The chosen LLM, instantiated as the Base Agent, is called with
the rendered prompt as input.

3. The model’s output is evaluated, with three possible outcomes:

• The model produces an error, typically a formatting issue for
structured outputs. In this case, a new prompt is constructed
that includes the conversation history and the error. The Error
Agent is then responsible for correcting the error.

• The model produces the final answer, which is then sent back
to the user, concluding the flow.

6



GoogleCalendarCreator
Description

Arguments

Options

Useful for creating events, memos, and reminders on
Google Calendar

summary (string) Title of the event

description (string) Description of the event

start (datetime) Start date of the event

return_direct False
skip_confirm False

(a) GoogleCalendarCreator for the Personal Assistant use case

OnlinePurchase
Description

Arguments

Options

Purchase an item from an online store

item (string) Item to purchase. One between "watch", "shoes", "phone", "book"
ebook (boolean) If true, the book will be sent as an ebook, if false it will be sent
as a physical copy. Required if item is book
email (string) Email address to send the ebook to
quantity (number) Quantity of items to purchase, between 1 and 10

return_direct False
skip_confirm False

region (string) Region to ship the item to
province (string) Province to ship the item to

address (string) Address to ship the item to

(b) OnlinePurchase for the Shopping Assistant use case

Figure 2: FormTools examples designed for our use cases and implemented using Converso. A FormTool includes a description, a set of
arguments for the user to complete when prompted by the LLM during the conversation, and options regarding the return mode. The return
mode can be either direct, where the result is given directly to the user without further interaction with the LLM, or indirect, where additional
processing by the LLM is required. Additionally, the FormTool specifies whether a confirmation step is needed.

• The model requests a tool execution. If the execution results in
an error, the error is handled as in the first case. Otherwise, the
result can be sent directly to the user or modified by the LLM
before being sent. The creator of the specific conversation flow
can choose the best option.

3.3 Conversational Forms

A key contribution of Converso is the introduction of a multi-agent
conversation flow based on conversational forms, where the latter
are represented as FormTools within the LangChain framework. We
implement FormTools to encapsulate user intents that require gather-
ing structured data through a multi-turn conversation. This novel ap-
proach addresses the limitations of existing chatbots that rely solely
on the current message and conversation history, which can lead to
hallucinations or goal deviations, especially as the history becomes
long [11].

The conversation flow in Converso is extended to recognize user
intents that map to specific FormTools. When such an intent is de-
tected, the corresponding FormTool is activated, and all other Form-
Tools are temporarily inhibited. At this point, the Base Agent is
replaced by the Form Agent, which uses specifically engineered
prompts to drive the conversation to fill the form, prompting the
user to provide the required information fields through natural lan-
guage interactions. The activation mechanism for FormTools is in-
spired by the concept of semantic frame evocation [7], where key
expressions trigger the activation of the appropriate frame. In Con-
verso, the LLM’s recognition of user intents serves as the triggering
mechanism, dynamically activating the corresponding FormTool and
its associated conversational form.

FormTools maintain an internal state that tracks the progress of
the data collection process. This state can be inactive (initial state),
active (collecting data from the user), or filled (all required data has

been provided). The collected data is stored in an internal form object
within the FormTool.

To enhance user experience, FormTools support dynamic valida-
tion of user inputs. For example, in a purchase scenario, the available
shipping regions can be dynamically updated based on the user’s se-
lections, ensuring only valid options are presented. FormTools allows
developers to define custom logic for form compilation, enabling
them to determine the order in which fields should be filled, the ac-
tions to be taken based on the values provided, and to implement
complex inter-field validation logic. Once all required data has been
collected, the FormTool can execute its associated action, such as
making an API call or performing a specific task. Before execution,
if the developer of the specific tool requires the confirmation step,
the user is presented with a summary of the collected information
for confirmation, ensuring transparency and control over the process.
Examples of FormTools are presented in Fig. 2.

The conversational forms approach, coupled with the stateful na-
ture of FormTools, reduces the dependence on lengthy conversation
histories, mitigating the risk of hallucinations or deviations from the
intended goals. By abstracting the data collection process into struc-
tured forms, Converso simplifies the development of goal-oriented
conversational applications while leveraging the power of LLMs.

4 Experiments
4.1 Use Cases

To showcase the functionalities of our framework and provide an im-
plementation guide for developers, we implemented two use cases
using Converso.

The first use case involves creating a chatbot as a Personal Assis-
tant. The chatbot is implemented using the containerized system ar-
chitecture illustrated in Fig. 1. What distinguishes different use cases
in the Converso framework is the definition of the tools to use for the
specific application, which in the case of the Personal Assistant are:

7



• The PythonCodeInterpreter, GoogleSearch, and GmailRetriever
tools, which are BaseTools and take a single argument from the
LLM to perform an operation with it (for example, the Python-
CodeInterpreter takes in a valid Python script expressed as a string
and executes it, returning the result to the LLM).

• The GoogleCalendarRetriever, GoogleCalendarCreator, and
GmailSender tools which are implemented as FormTools to illus-
trate our conversational forms (Fig. 2a).

The second use case developed using Converso involves the cre-
ation of a Shopping Assistant. This example demonstrates how the
framework can be used to enhance the shopping functionality of an e-
commerce platform. The use case includes dynamic data validation:
for instance, only certain regions are available, and once a region is
selected, only the provinces within that region are shown. A single
FormTool, named OnlinePurchase (Fig. 2b), is implemented for this
use case. Figure 3 illustrates chat examples for both use cases.

4.2 Evaluation Protocol

In this section, we present our evaluation protocol for assessing Con-
verso’s performance. Specifically, our evaluation focus is not on the
underlying LLM, which can be selected by the developer of a specific
chatbot based on its use case. Instead, we aim to determine whether
the conversation flow incorporating conversational forms introduced
with Converso performs better in real-world scenarios than the basic
conversation flow.

Our evaluation framework consists of three main components:

• The Task Generator, which uses predefined templates and instruc-
tions to create real-world scenarios.

• The User Simulator, an LLM that carries out the generated tasks
by interacting with the Converso chatbot under evaluation.

• The Converso System, which implements either the basic conver-
sation flow or the conversation flow with conversational forms.

Table 1: Prompt guidelines provided to the User Simulator for the
evaluation protocol.

Task Type Prompt

All the information contained in
the first message (AFM)

State your intent to the system, and
then follow its instructions to com-
plete the task. Provide all the nec-
essary data to the system in your
first message.

No information contained in the
first message (NFM)

State your intent to the system
without providing any data, and
then follow its instructions to com-
plete the task. For example, “I
want to create an event” or “I want
to buy something.”

Main information contained in the
first message (MFM)

State what you want to do, pro-
viding only the main information,
and then follow its instructions
to complete the task. For exam-
ple, “I want to create an event
called Meeting” or “I want to buy
a watch.”

Confused user (CU) State your intent to the system
without providing any data, and
then follow its instructions to com-
plete the task. Act like a very naive
user who doesn’t know what to do:
misspell words, give incorrect in-
formation, and then correct it.

Table 2: System prompts given to the different types of agents em-
ployed in Converso’s chatbots. Information between curly braces is
dynamically populated.

Agent Prompt

Base Agent You are a personal assistant trying to help the
user. You always answer in English. The cur-
rent datetime is {datetime}. Don’t use any of
your knowledge or information about the state
of the world. If you need something, ask the
user for it or use a tool to find or compute it.

Error Agent [Base Agent prompt] + There was an error with
your last action. Please fix it and try again. Er-
ror: {error}.

Form Agent (informa-
tion needed)

Help the user fill data for form
{form_tool.name}. Ask to provide the
needed information. Now you must update the
form with any information the user provided
or ask the user to provide a value for the field
{information_to_collect}. You MUST use the
form {form_tool.name} tool to update the
stored data every time the user provides one or
more values.

Form Agent (confir-
mation needed)

Help the user fill data for {form_tool.name}.
You have all the information you need. Show
the user all of the information using bullet
points and ask for confirmation: {informa-
tion_collected}. If the user agrees, call the
{form_tool.name} tool one more time with
confirm=True. If the user doesn’t want to
change something, call it with confirm=False.

An evaluation task consists of the following:

• A user guideline, selected from the four listed in Table 1, which
provides the User Simulator with instructions on how to behave as
a user.

• A target tool, chosen from GoogleCalendarCreator, Google-
CalendarRetriever, GmailSender, GmailRetriever, or OnlinePur-
chase as defined in Section 4.1. These tools are adapted to imple-
ment the FormTool interface for evaluating the conversation flow
with conversational forms.

• A target input, selected from 20 randomly generated payloads.

This setup brings to a total of 400 generated evaluation tasks. A
task’s execution is considered successful if the correct tool is in-
voked and filled with the correct inputs. In this case, the execution
is stopped, and the run is marked as successful. The task is consid-
ered unsuccessful if the maximum number of iterations is reached or
the models reach a stale phase (typically because the correct tool was
called with the wrong inputs).

4.3 Implementation Details

The implementation of the conversation flows is based on
LangChain. The Base Agent, Error Agent, and Form Agent are im-
plemented as LangChain agents and connected using LangGraph. We
report the system prompts used to tune each agent in Table 2. Form-
Tools are implemented as subclasses of BaseTool. For all evaluation
experiments, we use gpt-3.5-turbo-0125 via OpenAI APIs, both as
the User Simulator and the LLM chatbot. The target tools for eval-
uation are implemented as StructuredTools to assess the basic con-
versation flow and as FormTools, managed by the Form Agent, to
evaluate our conversation flow with conversational forms. The max-
imum number of iterations is set to 25.
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It seems that for purchasing a book,
we need to specify whether it should

be sent as an ebook or a physical
copy. Could you please let me know
if you prefer to receive the book as

an ebook or a physical copy?

Hi! I want to buy a
book

ebook

Great! You've chosen to receive the
book as an ebook. The next piece of

information I need is your email
address. Could you please provide
your email so we can sen you the

ebook?

john@doe.com

Here is the information you provided
for purchasing the ebook:

- Item: Book
- Ebook: Yes
- Email: john@doe.com

Please confirm if the details are correct
so we can proceed with the purchase.

that's correct

The purchase has been successfully
finalized. You will receive the ebook at

the email address provided. If you
need further assistance, feel free to let

me know!

Find the current value of Nvidia
stocks. Select a random day next

month. Set a reminder on that
day to check Nividia stock. Add

the current price to the title

I've set the reminder title and date.
Now, could you please provide a

description for the event?

Check if it is good to buy Nvidia's
stocks

The description has been updated to
"Check if it is good to buy Nvidia's

stocks". Please confirm if the
information is correct so that I can

finalize the reminder.

The event has been created
successfully. You will be reminded to

check Nvidia's stock price on a
random day next month.

yes

Executes GoogleSearch with query: current value of Nvidia stocks
Executes CodeInterpreter to calculate a random day of the next month
Starts GoogleCalendarCreator tool and updates the form with the given data 

Executes GoogleCalendarCreator tool to update the form with the provided summary

Executes GoogleCalendarCreator's action

Activates OnlinePurchase

Updates field "item" to "book" and ebook to True

Updates field "email" to "john@doe.com"

Executes the tool's action

1

2

3

4

5

6

7

1

2

3

4

5

6

7

Figure 3: Two examples of chat illustrating our use cases. The chat on the left demonstrates the Shopping Assistant use case, while the chat
on the right demonstrates the Personal Assistant use case. Orange messages with the tail pointing to the right represent user messages, while
blue messages with the tail pointing to the left represent the chatbot. Actions executed by the chatbot using the connected tools are displayed
inside yellow rectangles, which are numbered and connected to the corresponding points in the conversation. Notably, the agent can work with
multiple tools simultaneously, allowing it to perform complex combinations of actions.

4.4 Results

Table 3 presents the results obtained using our evaluation protocol.
The percentage of tasks executed correctly is 75.7% when using

Table 3: Evaluation results, with scores expressed as percentages of
success for the evaluation tasks defined in Section 4.2.

Conversation Flow
Tool Basic Ours

GmailRetriever 75.00 100.00
GmailSender 77.50 81.25

GoogleCalendarCreator 81.25 90.00
GoogleCalendarRetriever 90.00 95.00

OnlinePurchase 55.00 96.25
Task Type Basic Ours

AFM 91.00 99.00
NFM 73.00 93.00
MFM 62.00 89.00
CU 77.00 89.00

Total Basic Ours
75.7 92.5

the basic conversation flow. It rises to 92.5% when employing the
conversational forms, with a consistent 16.8% increase, showing the
overall effectiveness of using FormTools with the Form Agent.

Analyzing the results from the perspective of tool usage, we ob-
serve that implementing conversational flows improves the use of
every tool. Notably, the improvements are nearly double for the On-
linePurchase tool, which requires the most significant number of pa-
rameters and is, therefore, the most complex. This suggests a correla-
tion between tool complexity and the benefits of using conversational
forms. This outcome was expected, as more complex tools require
keeping more detailed information in the conversation history, which
can lead to goal deviation or hallucinations.

Considering the task type, we observe that the most challenging
situation for the basic conversation flow occurs when the User Sim-
ulator’s first prompt contains only the primary information for using
the tool. We investigated this situation qualitatively (Fig. 4). In this
case, the Base Agent invokes the correct tool but fills in the remaining
information with hallucinated data without confirmation. This poses
a risk for real-life applications, where actions could be executed with
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I want to create an event titled
"Skill sometimes oil leader" on

Google Calendar

The event titled "Skill sometimes oil leader"
has been created on you Google Calendar

for today.

 Executes GoogleCalendarCreator with 
 inputs:

 - Summary: Skill sometimes oil leader
 - Description: Event for skill development
 - Start: 2024-03-20T00:00:00
 - End: 2024-03-20T23:59:59

Figure 4: Chat example for an MFM task using the basic conversation
flow (chatbot’s response is in the gray box). The correct tool is ex-
ecuted but with incorrect inputs (highlighted in red), demonstrating
the hallucination problem that occurs when conversational forms are
not used.

incorrect inputs without the user’s awareness. Conversely, conversa-
tional forms address this issue by querying the user for the missing
information and requesting confirmation before executing any action.

5 Conclusion

Our work demonstrates the significant advancements in chatbot sys-
tems by integrating large language models and modern frameworks
like LangChain. The proposed Converso framework, which incorpo-
rates conversational forms, showcases the potential to enhance user
interactions by transforming traditional data acquisition methods into
dynamic, interactive conversations. The evaluation results indicate a
marked improvement in task success rates when using conversational
forms, particularly with complex tools requiring detailed input.

By addressing the limitations of basic conversation flows—such
as the hallucination of data and lack of confirmation—Converso im-
proves accuracy and ensures a safer and more reliable user experi-
ence. This is especially crucial in real-world applications where in-
correct data could lead to unintended and potentially harmful actions.

Furthermore, the Converso framework’s robustness, demonstrated
by its ability to handle diverse and complex use cases in the evalu-
ation experiments, underscores its versatility. The consistent perfor-
mance improvements, nearly doubling success rates in some cases,
highlight the effectiveness of integrating stateful interactions and
form-based data gathering.

Our work contributes to conversational AI by providing a practi-
cal and scalable solution for developing sophisticated chatbot appli-
cations. The insights gained from this research pave the way for fu-
ture innovations in chatbot design, aiming to bridge the gap between
human-like interactions and automated systems.
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Abstract. Natural Language Processing (NLP) can provide tools
for analyzing specific intricate language phenomena, such as offen-
siveness in language. In this study, we employ methods from prag-
matics, more specifically Gricean theory, as well as NLP techniques,
to analyze instances of online offensive language. We present a com-
parative analysis between offensive and non-offensive instances with
regard to the degree to which the 4 Gricean Maxims (Quality, Quan-
tity, Manner, and Relevance) are flouted or violated. To facilitate our
analysis, we employ NLP tools to filter the instances and proceed
to a more thorough qualitative analysis. Our findings reveal that of-
fensive and non-offensive speech do not differ significantly when we
evaluate with metrics that correspond to the Gricean Maxims, apart
from some aspects of the Maxim of Quality and the Maxim of Man-
ner. Through this paper, we advocate for a turn towards mixed ap-
proaches to linguistic topics by also paving the way for a modern-
ization of discourse analysis and natural language understanding that
encompasses computational methods.
Warning: This paper contains offensive language that might be trig-
gering for some individuals.

1 Introduction
Natural Language Processing (NLP) is characterized by creating ap-
plications adept at addressing real-world challenges. Among those
applications, we find machine translation, text summarization, co-
reference resolution, and part-of-speech-tagging, to name a few [19].
These rapid technological developments, along with the recent emer-
gence of large language models (LLMs), have brought to the fore the
question of how linguistics could benefit from such advancements
and contribute to the current wave. This issue is discussed in a re-
cent Nature editorial, where it is illustrated that there is a distinction
between NLP and Computational Linguistics, with the latter focus-
ing more on the two aforementioned questions. More specifically,
“Computational Linguistics traditionally uses computational mod-
els to address questions in linguistics and borders the field of Nat-
ural Language Processing, which in turn builds models of language
for practical applications” [1]. Dupre [6] poses an opposite opinion,
claiming that deep learning techniques cannot illuminate linguistic
theory, as the former focuses on language performance, while the
latter on language competence, which are arbitrarily different.

In this paper, we draw from the distinction between Computational
Linguistics and NLP, and we use NLP methods as tools for discourse
analysis. Despite the argument that, at least current deep learning

∗ Corresponding Author. Email: aikaterini.korre2@unibo.it

techniques are pertinent to theoretical insights in linguistics [6], we
believe that deep learning tools can facilitate linguistic analysis. We
exemplify this in our paper, by analyzing the structure of offensive
language. Offensive language detection is a popular topic in NLP, as
its intricate nature, lying within the borders of linguistics, psychol-
ogy, sociology, and law studies, makes it hard for current models
to identify positive instances adequately [35]. Current approaches
in NLP view offensive language as a detection task without delv-
ing further into the intricate dynamics of an offensive conversation.
We believe that a thorough analysis of offensive language requires a
pragmatic approach. By examining contextual factors, such as speech
acts, perlocutionary effects, politeness strategies, and cultural norms,
we can gain a deeper understanding of how and why language be-
comes offensive. Ignoring these pragmatic aspects would result in an
incomplete and potentially flawed analysis of offensive language.

In order to perform discourse analysis on online offensive lan-
guage from a pragmatic perspective, we employ part of the Gricean
theory [12], which outlines four conversational principles —Quality,
Quantity, Relevance, and Manner— which ensure that speakers pro-
vide truthful, informative, relevant, and clear contributions to con-
versations. We argue that there is a pattern in the flouting/violation
of the maxims when it comes to online offensive language. The most
obvious assumption is that offensive language flouts the Maxim of
Manner as this type of discourse is inherently not in accordance with
this Maxim. In particular, offensive language uses an inappropriate
lexicon that is unsuitable for any occasion, leading to uncooperative
conversations. On a similar note, Pasa et al. [27] have shown that
the sarcasm of hate speech in Instagram comments flouts all four
maxims. The authors hypothesize that the main factors driving these
violations are the lack of concise and clear information in comments,
the cultural value in Western countries that emphasizes the right to
free speech, the tendency to seek excessive attention from others, and
the ego that boosts self-importance while devaluing others.

Our contribution is two-fold. Inspired from previous endeav-
ors [32, 10], we first translate the Maxims into actual metrics using
NLP methods, thus bridging the gap between theoretical and compu-
tational linguistics. Secondly, we offer a computationally facilitated
discourse analysis on offensive language, showing that such analyses
can be semi-automated as the data can be filtered faster, allowing for
a more precise examination of specific instances. To our knowledge,
this is the first study that equips Gricean theory through computa-
tional methods to analyze offensive language.

Our findings indicate that violations or floutings of the Maxims do
not differ when comparing offensive and non offensive online dis-



Table 1: The 4 Gricean Maxims and their corresponding submaxims.
Maxim Sub-maxims

Maxim of Quality
• Do not say what you believe to be false.
• Do not say that for which you lack adequate ev-

idence.

Maxim of Quantity

• Make your contribution as informative as is re-
quired for the current purposes of the exchange.

• Do not make your contribution more informa-
tive than is required.

Maxim of Relevance • Be relevant.

Maxim of Manner

• Avoid obscurity of expression.
• Avoid ambiguity.
• Be brief.
• Be orderly.

course statistically. The only exception is the Maxim of Manner due
to the intense use of profanity and possibly the Maxim of Quality, as
in the ‘offensive’ class, untruthful comments are more frequent. To
assess the effectiveness of Maxim-based metrics in discourse analy-
sis, we also conduct a qualitative analysis.

The paper is organized as follows. In the next section, we introduce
some essential concepts of theoretical pragmatics, as they are the ba-
sis of our metrics and the discourse analysis. In Section 3, we dis-
cuss NLP approaches that involve linguistic pragmatic aspects both
in terms of human language and artificially-generated language. In
Section 4, we describe our methodology, translating the Maxims into
metrics and using them as discourse analytical tools. In Section 5, we
present our results, discussing them in Section 6. Finally, we summa-
rize our final remarks and potential future work in Section 7, and we
close this paper with a presentation of the limitations in Section 8.

2 Theoretical Background
One central point in pragmatics is the work of HP Grice, who formu-
lated several pragmatic theories applicable today to conversation and
discourse analysis. These include the cooperative principle, accord-
ing to which the contribution of the conversation “must be such as
is required, at the stage at which it occurs, by the accepted purpose
or direction of the talk exchange in which you are engaged” [12].
The cooperative principle outlines the fundamental principle guiding
communication and it is broken down into multiple sub-principles, or
‘Maxims’. More specifically, it suggests that in conversation, partici-
pants generally adhere to four Maxims: the Maxim of Quantity (pro-
vide just enough information), Quality (speak truthfully), Relevance
(be relevant), and Manner (be clear and concise). More information
about the Maxims and their explanations, often referred to as sub-
maxims, can be found in Table 1. These Maxims serve as implicit
guidelines for effective and efficient communication.

Another essential concept in pragmatics, and upon which we touch
in this study, is implicature. Implicature occurs when speakers con-
vey meaning beyond the literal interpretation of their words, rely-
ing on context and shared understanding. Implicatures can be fur-
ther divided into those that are explicitly conveyed (explicature) and
those inferred by the listener. Table 2 shows an example of conversa-
tion implicature, which illustrates a type of pragmatic inference that
arises when words can be arranged on a semantic scale, such as the

Table 2: Example of conversational implicature taken from Griffiths
and Cummins [13].

Speaker Dialogue

A What was the accommodation like on the work camp?

B It was OK.

A Not all that good, hey?

value judgments excellent > good > OK. Speaker A infers from B’s
response because if the accommodation had been better than just OK,
B could have described it as good; if it had been very good, B could
have said excellent. Since B did not use good or excellent, A con-
cludes that the accommodation was merely satisfactory. At the time
of the conversation, A might also have observed signs confirming
this inference, such as B’s unenthusiastic tone or body language in-
dicating discomfort. These contextual clues further help in interpret-
ing implicatures. However, they are unavailable in online language,
making the task of interpreting implicatures even harder, especially
in cases of sarcasm and irony.

Implicature is also related to the violation or flouting of the
Gricean Maxims. Violation of the 4 Maxims occurs when speak-
ers deviate from the expected norms of communication, potentially
causing confusion or misunderstanding, most often unintentionally.
In contrast, flouting involves intentionally disregarding the Maxims,
giving rise to conversational implicature for rhetorical or humorous
effect. For example, when someone asks, “How’s the weather?” dur-
ing a thunderstorm, they flout the Maxim of Relevance by intention-
ally ignoring the obvious context.

3 Related Work

This section reviews key contributions in computational pragmatics,
highlighting advancements in pragmatic inference, model evaluation,
and the integration of pragmatic principles into NLP systems. We
conclude by providing an overview of existing pragmatic approaches
for offensive language detection and analysis.

3.1 Pragmatics in NLP

Jurafsky [16] defines computational pragmatics as the computational
study of the relationship between utterances and their context. It ex-
amines how utterances relate to actions, discourse, and environmen-
tal factors like time and place. Inference is a key focus in computa-
tional pragmatics, addressing four main problems: reference resolu-
tion, speech act interpretation and generation, discourse structure and
coherence, and abduction. Each problem involves inferring missing
information from utterances. However, when it comes to the inter-
action between NLP and pragmatics, the focal point of research lies
in the detection of pragmatic effects, either in natural language or
artificially generated language. Most approaches are concerned with
the capability of the models to detect and/or to understand differ-
ent pragmatic phenomena (such as irony, metaphor, and sarcasm) in
natural language data, including social media posts and user inputs
[2, 18, 21, 34]. Another emerging area of pragmatics in NLP is con-
cerned with the ability of the models themselves (mainly LLMs) to
actually produce speech intricate enough to mimic human language,
including pragmatic language functions [4, 15, 17, 29].

As a broad field of linguistics, different aspects of pragmatics have
been exploited or explored in NLP. Among them are also the Gricean
Maxims. For instance, Hu et al. [15] present a fine-grained analysis
of the pragmatics in the language of humans and LLMs in an attempt

13



to answer three questions: whether models select pragmatic interpre-
tations of speaker utterances; whether models make similar errors as
humans; and whether models use similar linguistic cues to solve the
task. They show that certain pragmatic phenomena, such as humor,
irony, and Grice’s Maxims, involve violating listeners’ expectations
in some way and for which the LLMs fail to choose pragmatic in-
terpretations. On a similar note, Jwalapuram [17] evaluate computer-
generated dialogues according to Grice’s Maxims. They use a survey
in which the user is asked to rate the system performance on a Likert
scale from 1 to 5 for 4 questions that correspond to the Maxims. In
this way, they are able to identify: (1) if the system provides substan-
tive responses; (2) if the system is faithful to the factual knowledge it
is provided with; (3) if the system is able to understand the user and,
therefore, provide relevant replies, and, finally; (4) if the system pro-
vides awkward or ambiguous responses. While they report diverse
results depending on the generated dialogues, the authors do not go
into speculations as to why that could be the case. Sorower et al. [31]
present a method for learning rules from natural language texts by
addressing the challenge of missing data. They introduce a mention
model that addresses the probability of facts being mentioned in the
text based on what other facts have already been mentioned and do-
main knowledge in the form of Horn clause rules and by formalizing
Gricean Maxims encoding them as rules in Markov Logic.

Apart from being used as tools for conversation analysis, Gricean
Maxims are also used as metrics. Ge et al. [10] propose the task of
knowledge-driven follow-up question generation in conversational
surveys. They produce a human-annotated dataset and they propose
new metrics based on the Gricean Maxims. Freihat et al. [9] use
the Maxims for ranking community question answers as hypothe-
size that linguistics offers a good opportunity to predict the relevance
of answers and rank them accordingly. They use different indicators
for each Maxim (except quality). Although their approach did not
achieve the performance of machine-learning-based approaches, it
gave a linguistically motivated solution that can be improved so that
it reaches the performance of machine learning methods. Tewari et al.
[32] focus specifically on the Maxim of Quantity and they model it
as a new metric to assess the informativeness for short texts.

Implicature has also been in the limelight of linguistically mo-
tivated NLP research. Benotti and Traum [4] investigate the prag-
matic implications of comparative constructions from a computa-
tional standpoint, emphasizing the challenges in determining the su-
periority of one answer over another. Zheng et al. [36] introduce
a dataset for recovering implicature and conversational reasoning,
showing that model performance improves when a module on im-
plicature is included during training. Similarly, Ruis et al. [29] show
that fine-tuning on conversational data or benchmark-level instruc-
tions does not produce models with pragmatic understanding. How-
ever, fine-tuning on instructions at the example-level paves the way
towards more useful models of human discourse.

Understanding pragmatic functions in real-life situations presents
a challenge for NLP. Unlike humans, who effortlessly use context
and background knowledge to deduce implicatures, NLP models find
this process difficult [36]. For example, in many cases incorporating
Gricean theory (i.e. the cooperative principle and the 4 Maxims) in-
volves using survey methods, employing humans to evaluate model
capabilities with regard to the understanding of pragmatic discourse
[17, 32].

3.2 Pragmatic Approaches on Offensive Language
Detection and Analysis

Many studies on hate speech, toxic language, offensive language or
any other type of harmful language detection typically focus on indi-
vidual instances, neglecting its inherently conversational nature [28].
This approach might be enough for solely NLP purposes but it lim-
its the exploration of pragmatic analysis of harmful language on a
discourse analysis level. One study that takes into account the con-
text of toxicity in online conversations is the one from Madhyastha
et al. [23], where they clearly show the significance of context and
the effect on annotations. Other studies, such as in the case of Gev-
ers et al. [11], have tried to analyze the structure of hate speech or
different linguistic attributes of it, such as length and lexical diver-
sity. Saveski et al. [30] studied the structure of toxic language spread.
They show that, at the individual level, toxicity is spread across many
low to moderately toxic users. At a dyad level, they observe that toxic
replies are more likely to come from users who do not have any so-
cial connection nor share many common friends with the poster. At
the group level, they find that toxic conversations tend to have larger,
wider, and deeper reply trees, but sparser follow graphs.

One of the few works that has pragmatic aspects embedded in the
methodology is the work of Upadhyaya et al. [33], where they intro-
duce a dataset for toxic language that includes annotations for speech
acts that could reveal information about the stance and that could help
further in the toxic language detection. More traditional approaches
of discourse analysis include the work of Hidayati and Arifuddin [14]
that aims to reveal the types of hate speech on social media based on
the criteria developed by Austin, and the meaning of hate speech spo-
ken by individuals to other individuals on Facebook, using qualitative
descriptive methods. The results show that hate speech on social me-
dia can be classified based on illocutionary acts developed by Austin,
into verdictive, behabitives, and expositive. Finally, the work of Par-
varesh [26] provides a corpus-assisted analysis of hate language as
found on Instagram, focusing on Afghan immigrants. The study re-
veals that hate speech may lack markedly hateful language and that
hate language may revolve around covert ways of expressing hatred.

In this paper, we investigate the potential of using NLP methods to
evaluate pragmatic discourse, using the publicly available ToxiChat
dataset [3]. We build on previous research to adapt NLP techniques
for assessing Gricean Maxims and the cooperative principle. These
tools are employed to conduct an advanced discourse analysis of a
pragmatically complex discourse type: offensive language.

4 Methodology

For the purposes of this study, we use metrics and NLP tools for each
of the 4 Maxims. In this way, we attempt to filter different instances
that will be used for a qualitative analysis in a more traditional dis-
course analysis manner.

4.1 Translating the 4 Maxims into Metrics

The purpose of the cooperative principle and the maxims is to guide
effective and efficient communication by encouraging speakers to be
informative, truthful, relevant, and clear in their discourse. To quan-
titatively assess the success of the cooperative principle, we employ
metrics and tools commonly used in NLP, aligning each one with
a respective maxim. Our approach draws inspiration from prior re-
search that has endeavored to translate these maxims into NLP met-
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Table 3: Information about the ToxiChat dataset
Dataset Source Participants Turns Purpose Instances
ToxiChat Reddit Human +

Bot
3 Offensiveness

and Stance
detection

3,211

Table 4: ToxiChat example.
Turn Text Label

1 Title: [Question] Why do Libertarians get so much
flack from the rest of reddit Like seriously I was
downvoted when I said “Libertarian is a good one”
on a post about third party voting.

Safe

2 Because the rest of reddit are unironically communists. Offensive
3 Bullshit most are democrats Offensive

rics [10, 32], while also introducing new methods tailored to the spe-
cific focus of our study.1

Maxim of Quality For the Maxim of Quality, we define a text clas-
sification approach aimed at detecting deceptive content.

We train a BERT-based text classifier [5] on the Deceptive Opinion
Spam Corpus (DOSC) [24, 25].2 The corpus contains 1,600 customer
reviews (both positive and negative) about 20 hotels. Half of the re-
views are labeled as deceptive, while the remaining half are labeled
as truthful. We group reviews based on the target hotel and build train
(reviews of 16 hotels), validation (reviews of 2 hotels), and test (re-
views of 2 hotels) splits such that all reviews belonging to a hotel are
in the same split. We follow standard practice [5] and fine-tune the
BERT-based text classifier for up to five epochs. We consider five dif-
ferent seed runs to ensure a sound evaluation. The classifier achieves
an average macro F1-score of 0.926 ± 0.021 on the DOSC corpus
test set.

Maxim of Quantity The Maxim of Quantity has been first studied
in Tewari et al. [32]. The authors propose informativeness as a metric
of the Maxim of Quantity based on syntactic cohesion. They use a
dependency parser to transform segments into graphs of syntactic
relations, defining syntactic cohesion as the sum of these relations.
Syntactic cohesion is computed by comparing two sets of heads and
their dependents, with normalized values falling between -1 and 1,
indicating optimal, slightly cohesive, or fragmented cohesion. They
normalize cohesion, dividing the score by the total number of words
in the segment. Informativeness in an instruction sequence is the sum
of syntactic cohesion values across all segments, with a normalized
score ranging from 0 to 1, indicating under-informative, optimally
informative, or over-informative sequences. In this study, we employ
the same methodology.

Maxim of Relevance For the Maxim of Relevance, we implement
a methodology to assess relevance within conversations using BERT
embeddings and cosine similarity. Beginning with data preprocess-
ing, we apply a custom binary relevance calculation function, which
uses BERT embeddings to measure the similarity between conversa-
tion titles and their two subsequent responses. This process computes
relevance scores by capturing the coherence of each response with
respect to both the conversation title and the preceding response.

Maxim of Manner Our approach for the Maxim of Manner is in-
spired by Kiyavitskaya et al. [20] and focuses on assessing the in-
stances in accordance to two main aspects of the Maxim: ambiguity
and orderliness. There are many types of ambiguity, such as lexical,

1 Code available at: https://github.com/katkorre/
A-Griceful-Examination-of-Offensive-Language.git

2 We use the bert-base-uncased model card from HuggingFace.

Table 5: Truthfulness of ToxiChat instances with respect to the offen-
siveness of each instance. The bars are annotated with the percent-
ages per class (safe/offensive).

Predictions True Untrue
Offensive 558 (60%) 371 (40%)
Safe 1609 (70%) 673 (30%)

syntactic, and pragmatic. However, language models are not sensi-
tive enough to successfully capture such delicate linguistic nuances
yet [20, 22]. For that reason, we focus only on lexical ambiguity. We
formulate our approach as follows:

Let S be a sentence consisting of words w1, w2, . . . , wn. We de-
fine the ambiguity amb(wi) of word wi as the number of senses
(synsets) that wi has in WordNet [7]. The ambiguity of S is com-
puted as

ambtotal(S) =

n∑

i=1

amb(wi) (1)

Let D be a dataset of sentences, where Sj is a sentence in D. The
maximum total ambiguity value is defined as:

max(ambtotal(S)) = max
Sj∈D

ambtotal(Sj) (2)

The Normalized Ambiguity of a sentence S is then defined as:

ambnorm_total(S) =
ambtotal(S)

max(ambtotal(S))
(3)

We also apply a readability metric as a proxy for text obscurity.
We use the Flesch readability metric [8], which evaluates the ease of
reading a text based on sentence length and word syllable count, pro-
viding a score from 0 to 100 (higher scores indicate easier readability
and lower scores suggest more complex texts).

Regarding profanity, we use the better profanity library,3 which
enables us to identify instances of profanity within the data, thereby
automatically violating the Maxim of Manner. The library includes a
word list and returns True if any word in the provided string matches
a word in the list. By systematically analyzing instances for ambigu-
ity, obscurity, and orderliness, the methodology ensures adherence to
principles of clarity and coherence in online discourse.

4.2 Data

To conduct a discourse analysis based on the cooperative principle
and the four maxims, we require that the data consist not only of
isolated comments but also of dialogues with conversational turns.
To our knowledge, there are few datasets containing instances of
dialogues with offensive language, and those that do typically of-
fer no more than two turns. Therefore, the data used for this study
are sourced from the ToxiChat dataset [3], primarily constructed for
stance analysis in online offensive contexts. Details about the data
are presented in Table 3, with an illustrative example available in
Table 4. In our study, we use only the train set of the dataset, and
since we are interested in a pragmatic analysis of natural language,
we are only concerned with the turns in the thread that are produced
by humans and not the turn produced by the bot.

5 Results
Quality Table 5 shows the results of the BERT based deception
classifier, assessing the truthfulness of the instances. Predominantly

3 https://pypi.org/project/better-profanity/
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Figure 1: Histogram of Informativeness of ToxiChat instances with
respect to the offensiveness of each instance.

in both classes, there are more instances labeled as True rather than
Untrue. However, we notice that in the ‘safe’ class, around 70% of
the instances are marked as True, while this percentage drops in the
‘offensive’ class, with 60% of the cases classified as True. Propor-
tionately, untruthful statements are more likely to appear in offensive
language. Therefore, it is more likely that the Maxim of Quality is
flouted or violated in offensive contexts.

Quantity The evaluation results of the Maxim of Quantity, based
on informativeness, are presented in Figure 1. We observe that, in
most cases, both offensive and non-offensive instances consistently
achieve a reasonable level of informativeness throughout the thread
excerpts, with the majority of the values falling close to 0.5 which
indicates an optimally informative instance.

We analyze this further with Table 6 as we proceed to form three
thresholds that correspond to three classes of informativeness to com-
pare the offensive against the safe class. A threshold of 0.25 was set
to delineate instances deemed ‘Under-Informative’, indicating low
levels of informativeness. A threshold of 0.75 was designated for data
instances categorized as ‘over-informative’, denoting instances that
contain redundant information. Finally, the values in-between denote
the optimum level of informativeness. Most of the instances are op-
timally informative. Comparing the ‘safe’ and ‘offensive’ classes,
there are more under- or over-informative instances in the ‘safe’
class. The difference in the number of under- or over-informative
instances between the ‘safe’ and ‘offensive’ classes might be influ-
enced by the uneven distribution of instances across these classes.
Since the dataset contains significantly more ‘safe’ instances than
‘offensive’ ones, this imbalance can skew the analysis. Instead of
normalizing or stratifying in this study, we maintain the raw data
characteristics to interpret with a focus on real-world relevance.

Relevance In terms of relevance, our results are shown in Figure 2.
Most instances, offensive or not, are deemed relevant by our model.
Similar to previous Maxims, relevance is rarely flouted or violated,
and when it is, it most frequently occurs in the ‘safe’ class. An ex-
ception is seen in responses to the title, where violations also occur
in the ‘offensive’ class. This suggests that there is likely no corre-
lation between the offensiveness of an instance and its violation of
the maxim of relevance. However, it is important to consider the do-
main of the data, which is sourced from Reddit. Given that Reddit
revolves around specific questions and answers, the room for irrele-
vant responses is limited.

Manner We evaluate the Maxim of Manner in terms of ambiguity,
readability and profanity. Figure 3 displays a boxplot of our ambi-
guity detection results. The two boxes are similar in size, with the
‘safe’ class showing a slightly larger range of values. The general
pictures accounts to the fact that, in terms of ambiguity, ‘offensive’

Table 6: Informativeness thresholds of ToxiChat instances with re-
spect to the offensiveness of each instance.

Category Optimally In-
formative

Over-
Informative

Under-
Informative

Offensive 886 (95.37%) 21 (2.26%) 22 (2.37%)
Safe 2186 (95.79%) 50 (2.19%) 46 (2.02%)

and ‘safe’ dialogue instances do not differ to a significant degree. The
picture is similar when calculating readability, with both classes pre-
senting high scores in the Flesch readability metric, with the lower
quartile being close to 50 in both cases. The ‘safe’ class, however,
also presents a higher number of outliers that tend to have lower
readability. Among those scores there are also negative ones which
indicates a very short sentence or an extremely complex one. This
could also be due to internet language and formatting. We initially
hypothesized that the Maxim of Manner is typically flouted in the
context of toxic or offensive language, and our results confirm this
through the high frequency of profanity. Offensive language often re-
lies on strong, explicit terms to convey hostility or aggression, which
naturally includes a higher frequency of profanities. This is obvious
in Figure 5 which shows that instances labeled as offensive contain
more profanities compared to those that are labeled as safe.

6 Exemplary Discourse Analysis

Quantifying the maxims and examining the results in Section 5 have
allowed us to form a more concrete idea and hypothesis, while it
also allows us to filter results that would be of discourse analysis
interest. To perform a discourse analysis, we first proceed to select
instances according to the results of the previous section. For that
reason, we look only at the offensive class and we randomly choose
one example that violates each maxim, and one example that does not
and proceed to compare the instances. The selected examples can be
found in Table 7.

Comparing the two examples for the Maxim of Quality, the one
that does not violate the maxim, does not contain any information
that could potentially be untrue. The use of hedging with ‘seem’ and
the simile introduced with ‘like’ mitigate the certainty of the author
of the comment, despite the fact that it is an offensive comment. The
example that violates the maxim, however, is full of potentially false
assumptions, such as “he used all the sexual energy into fighting”.
This information is misleading and does not contribute to an effective
cooperative (online) conversation.

Looking at the examples for the Maxim of Quantity, both re-
sponses generally adhere to the maxim. Response 1, which looks
as an additional comment from the author of the title thread, pro-
vides enough information to support its point without overwhelming
details, justifying the reasoning to their initial question. Response 2
offers a concise and direct answer. However, it is possible it could be
considered slightly under-informative as it does not precisely reply
to the initial question. About the second example, that according to
the used algorithm violates the maxim of quantity, Response 1 pro-
vides an abundance of specific criticisms, making it slightly verbose
and less clear due to its structure. That could lead us to the con-
clusion that it violates the Maxim of Quantity. The second response
expresses an opposite opinion from the one presented in the title. It
does not answer directly the question. However, with that response
‘I like them’, we are to lead to the implicature that the author of the
response does not support banning ‘GenderCritical’, contrary to the
suggestion in the title.
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Figure 2: Distribution of relevance scores concerning offensiveness. The first plot shows the distribution of the first replies to the title, the
second plot shows the distribution of the second replies to the title, and the third plot shows the distribution of relevance for the second reply
to the first reply.

Offensive Safe
 

0.0

0.2

0.4

0.6

0.8

1.0

Am
bi

gu
ity

 S
co

re

Figure 3: Ambiguity scores of ToxiChat instances with respect to the
offensiveness of each instance.

Offensive Safe
 

150

100

50

0

50

100

Fl
es

ch
 S

co
re

Figure 4: Flesh Readability. Higher scores indicate easier readability,
with lower scores suggesting more complex texts.

Offensive Safe
0

250
500
750

1000
1250
1500
1750
2000

Fr
eq

ue
nc

y

46.2%

83.6%

53.8%
16.4%

Profanity
No Profanity
Profanity

Figure 5: Distribution of profanity in ToxiChat instances with respect
to the offensiveness of each instance. The bars are annotated with
the percentages per class (safe/offensive).

Table 7: Randomly selected offensive instances that violate the
Gricean Maxims or not. For Quantity and Relevance we report 2 or 3
conversation turns, as the metrics take into account the whole conver-
sation. For Quality and Manner, we report the individual instances.

Maxim Text Violates

Quality
a lot of you seem like genuinely shitty
people No

Mike tyson didnt have sex for 5 years
Boxing over Bitches He used all the sexual
energy into Fighting also not wasting excess
Testestrone and using it as fuel I guess he is
champ and sometimes sacrifice like that
what makes sucessful people different over
normal people What are your thoughts

Yes

Quantity

Title: Do you get along with the NONcrazy
Liberals Leftists; Response 1: And before
you say there are no noncrazy Democrats
read the comment section of this NY post
opinion piece URL They despise the fascist
farleft takeover of everything as much as we
do that comment section alone was a real
eyeopener; Response 2: I get along with
everyone until they start being a dick

No

Title: Im curious can we get GenderCritical
banned; Response 1: I mean it hates autistic
men male babies and encourages misandry
and hatred against men as a whole It even
surpassed incels in terms of idiocy and
hatred because at least incelsfrom
rMGTOW like their daughters to some
extent GenderCriticial even hates sons and
male children and anything to do with men;
Response 2: I like them They show the true
nature of feminism to everyone I wish they
had 1mm members so they cant be brushed
off as a minority

Yes

Relevance

Title: British women abroad are a
FUCKING DISGRACE Morgoths Review
morgoths review; Response: Tourists are
the worst kind of twatthot trash

No

Title: Have an amazing daynight No updoot
required You have no choice You must be
happy right now or else I will come over to
you and give you a hug No homo lt3 you
can accomplish your days; Response: yes
homo

Yes

Manner
Could someone make hitlers easy bake oven
it might still exist but I cant find it No

Stoning the whores is the one thing
Muslims got right Yes
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Examining the examples for the Maxim of Relevance, the response
in the first one does not directly address the specific claim about
British women abroad being a disgrace. Instead, it broadens the crit-
icism to include all tourists, which dilutes the specificity of the orig-
inal statement. This shift can be seen as a deviation from the maxim
of relevance because it does not maintain the specific focus intro-
duced by the title. While the response is contextually related (both
the title and the response criticize behavior abroad), the failure to
address the specific group mentioned (British women) makes it less
relevant. Thus, it can be argued that the response violates the maxim
of relevance by not directly engaging with the specific claim made
in the title. This could therefore be considered a potential error of
the model. About the second example, the initial message and the
response both adhere to the Maxim of Quantity. The initial message
provides enough context and information to be encouraging and hu-
morous, and the response is brief but relevant and clear. The playful
nature of the exchange is maintained through both contributions, and
neither is too sparse nor too detailed for the context. The response di-
rectly addresses the ‘No homo’ part of the initial message, playfully
contradicting it. It provides a relevant and humorous counterpoint to
the initial message without adding unnecessary information. There-
fore, this could be a false positive error for the algorithm.

Finally, about the Maxim of Manner, the first example is offensive
probably towards Jews. It could be considered a slightly ambiguous
statement, as it is unclear whether the speaker is making a dark joke,
referring to a specific object or concept, or whether they misunder-
stand the implications of the words they are using. About the last
example, the statement is highly offensive and lacks clarity. It uses
derogatory language and promotes violence without any regard for
decency or ethical considerations.

Despite occasional algorithmic errors in detecting the maxim
floutings or violations, the pragmatic discourse analysis facilitated
by our approach effectively highlights the nuances in which offen-
sive language interacts with conversational norms. By applying com-
putational algorithms, we can systematically filter and analyze large
datasets, revealing patterns in offensive language.

7 Conclusions

In this paper, we adopt a pragmatics-based approach to hate speech
analysis, reinforced by NLP methods. We draw from the linguistic
theory of the 4 Gricean Maxims and the Co-operative principle, and
we employ NLP methods as tools to assess whether the maxims are
flouted or violated in offensive online contexts. Our approach pro-
vides an essential step before any type of discourse analysis, that
allows a better understanding of the data and consequent filtering
of instances for qualitative discourse analysis. Our experimental re-
sults showed some patterns in the flouting/violations of the maxims
in offensive language settings, such as the flouting/violation of the
maxim of manner due to ambiguity and profanity. With this paper,
we advocate for more mixed approaches that will encompass both
computational and traditional linguistics, and which will contribute
to better data analysis.

In future work, we aim to dive deeper into the potential of the
metrics, particularly when coupled with advanced LLMs. This ex-
ploration will contribute to further automate the assessment process
of the cooperative principle, potentially enhancing its accuracy. Ad-
ditionally, we intend to investigate other discourse domains posing
challenges to NLP, such as sentiment analysis, humor, and sarcasm
detection, which represent pragmatically charged categories. Fur-
thermore, we are interested in examining intersections among the

maxims to gain a comprehensive understanding.

8 Limitations
Our work is not without limitations. First of all, the metrics and NLP
techniques that we used for the assessment of the maxims is not per-
fected and should be tested in other settings, as well as evaluated in
more contexts, ideally from human experts. Even with NLP mod-
els with very high performance, there is always the possibility of
error. Therefore, manual examination for discourse analysis is essen-
tial. Another limitation relates to the fact that, during the qualitative
analysis, we examined each example for only one maxim flouting or
violation each time, though it is possible that more than one floutings
or violations could co-occur.
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Abstract.
Sentiment analysis (SA) plays a vital role in interpreting human

opinions across different languages, especially in contexts like so-
cial media, product reviews, and other user-generated content. This
study focuses on Luxembourgish, a low-resource language critical
to Luxembourg’s identity, utilizing advanced deep learning models
such as BERT, RoBERTa, LuxemBERTand LuxGPT-2. These mod-
els were enhanced with transfer learning, active learning strategies,
and context-aware embeddings, enabling effective Luxembourgish
processing. These models further improved with context-aware em-
beddings and were able to accurately detect sentiments, categorizing
news comments into positive, negative, and neutral sentiments. Our
approach highlights the significant role of human-in-the-loop (HITL)
methodologies, which refine model accuracy by aligning automated
analyses with human judgment. The findings indicate that Luxemb-
BERT, especially when enhanced with the HITL method involving
feedback from 500 and 1000 annotated sentences, outperforms other
models in both binary (positive vs. negative) and multi-class (posi-
tive, neutral, and negative) classification tasks. The HITL approach
not only refined model accuracy but also provided substantial im-
provements in understanding and processing sentiments and sarcasm,
often challenging for automated systems. This study establishes the
basis for future research to extend these methodologies to other under-
resourced languages, promising improvements in Natural Language
Processing (NLP) applications across diverse linguistic landscapes.

Keywords: Human-in-the-loop, Low-resource languages, Luxem-
bourgish, Sentiment analysis, Transfer learning

1 Introduction
Sentiment analysis (SA), a key branch of NLP, automates the ex-
traction of opinions, emotions, and attitudes from texts concerning
various entities such as products and organizations [28]. Emerging in
the early 2000s and also referred to as opinion mining or sentiment
mining, this field primarily aims to classify texts as positive, negative,
or neutral [6]. Specialized forms detect whether texts are hateful or
offensive [12, 42], and address social issues such as racism using
data from social media [17]. Given the significant influence of social
media on political elections and marketing, SA has become critically
important for businesses and governments [2].

In the area of SA, researchers have explored a range of methods,
including both supervised and unsupervised techniques, all showing
promising results (e.g., [23]). Early studies indicate that unsupervised
models, which use sentiment dictionaries, grammatical analysis, and
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sentence structure patterns with manually created rules, can perform
just as well as traditional supervised methods, such as Support Vector
Machines (SVMs) and Naïve Bayes classifiers [34]. This exploration
sets the stage for addressing the impact of data scarcity in low-resource
languages.

The significant challenges of applying advanced SA techniques
become evident in the context of low-resource languages like Lux-
embourgish. Despite the superior performance of DL models over
traditional methods, their dependency on extensive labeled datasets
remains a major hurdle, given the high costs and time required for
data annotation [18]. To mitigate these challenges, methods such as
transfer learning and active learning have been introduced to offer
viable solutions (e.g., [1]).

Consider Luxembourg, a trilingual nation of over 590,000 residents,
home to the largest population of Luxembourgish speakers. Recog-
nized as the national language in 1984, Luxembourgish is integral
to the nation’s identity and essential for communication within the
country. Originally a Central Franconian dialect, Luxembourgish has
evolved into an independent language, becoming essential for all
forms of communication within the country. In contexts where all
participants are fluent, switching to French or German is generally
avoided [14]. The term “low-resource language” refers to languages
that lack substantial annotated or digital data [32, 4]. In the NLP field,
there has been a significant increase in methods targeting these low-
resource languages, broadening the applicability of language models
to a more diverse set of languages.

Traditional static word embeddings do not capture contextual varia-
tions that influence meaning, which is essential for accurately under-
standing and analyzing language. To address this limitation, context-
aware embeddings like BERT (Bidirectional Encoder Representa-
tions from Transformers) [8], Robustly Optimized BERT Approach
(RoBERTa) [29], and GPT have been developed. These models offer
dynamic, contextual representations that adapt based on the surround-
ing text, thus providing a more precise reflection of subtle sentiment
expressions within texts [24]. By understanding the specific context in
which words are used, these advanced models significantly enhance
the accuracy of SA, making them indispensable in extracting true
sentiment from complex language constructions, such as irony or
sarcasm, commonly found in social media and other digital communi-
cations. Further, human-in-the-loop (HITL) is particularly valuable as
it allows systems to adjust to real-world variables and user-specific
needs that may not be fully anticipated at the time of a model’s initial
training. For instance, in SA, HITL can be instrumental in refining
the understanding and classification of language used in different
contexts, such as irony or cultural-specific expressions that automated



systems might misinterpret [44]. This approach not only enhances
the performance and trustworthiness of AI systems but also enables
them to become more aligned with human values and ethics, a critical
consideration as AI becomes more pervasive in everyday life [38].

1.1 Contribution

The main contribution of this paper is the application of state-of-
the-art frameworks and the integration of human-in-the-loop com-
ponents [44] for SA of Luxembourgish. We specifically focus on
developing an SA model that classifies Luxembourgish news com-
ments into positive, negative, and neutral sentiment classes at the
sentence level. The structure of the paper is as follows:

• The ’Related Works’ section provides an overview of the research
in this field, highlighting previous approaches to SA in multilingual
and low-resource contexts.

• ’Materials and Methodology’ describes the proposed models in
detail.

– The ’Dataset’ section outlines the description and sourcing of
the datasets used.

• Comprehensive discussions of the findings are presented in the
’Evaluation’ section, including comparisons with existing models
and discussion on the effectiveness of different methodologies.

• The paper concludes with final remarks in the ’Conclusion and
Future Work’ section, summarizing the implications and potential
future directions for SA research in low-resource languages.

2 Related works

SA is a crucial aspect of understanding human opinions across various
languages, particularly in the context of social media, product reviews,
and other user-generated content. DL methods have shown significant
promise in improving SA, especially for low-resourced languages like
Luxembourgish. Recent advancements in DL architectures, particu-
larly Transformer-based language models, have led to breakthroughs
in SA tasks. These models use pre-trained knowledge to enhance per-
formance on downstream tasks, a method that is particularly effective
in contexts where annotated data is scarce [20].

In the area of SA for low-resource languages, the challenges and po-
tential solutions are diverse and multifaceted. For example, translating
datasets from resource-rich languages to those with fewer resources,
such as Urdu, can often change the meaning of sentiment and cause
performance degradation due to polarity shift [13]. This shift can
make sentiment classification systems work poorly. This challenge
is further compounded in domain adaptation scenarios, such as with
Danish, where dramatic performance drops occur when switching
domains [9].

Several approaches have proven effective in dealing with these is-
sues. Using methods like transfer learning [22], unsupervised learning,
semi-supervised learning, and active learning can significantly im-
prove SA for these languages. Sentiment classification approaches are
broadly categorized into supervised [36], semi-supervised [16], and
unsupervised [19]. Although most studies use supervised methods, a
major challenge remains the lack of well-organized datasets.

Traditionally, SA research has primarily focused on well-resource
languages such as English, German, and Chinese. However, the fo-
cus has shifted towards investigating SA in low-resource languages
in recent years, promoting greater linguistic inclusivity in NLP
tools [11, 27]. A study by Pang et al. [36] demonstrated that ML

techniques for sentiment classification significantly surpass human-
generated benchmarks. They applied three ML models—Naïve Bayes,
Support Vector Machine, and Maximum Entropy—to a dataset of
movie reviews. Using a 3-fold cross-validation method, they com-
pared the effects of feature presence versus feature frequency. They
found that feature presence, which indicates the binary occurrence of
a feature, was more effective than feature frequency, which measures
how often a feature appears. Of the three classifiers, SVM yielded the
best performance.

The application of ML techniques to comments in Bangla from the
entertainment sector has shown promising results, with accuracy rates
exceeding 75% for sentiment classification [39]. This indicates that
even low-resource languages can achieve significant performance in
SA tasks with the right methodologies. Similarly, adaptive pretraining
and careful selection of source language have been shown to improve
SA for African languages, leading to improvements of over 10% F1
score points [40].

The challenges of SA in low-resource languages are substantial
but can be overcome, as demonstrated by various studies proposing
cutting-edge strategies to enhance precision (e.g., [15]). A system-
atic review of multilingual SA techniques reveals a growing interest
in developing models for such languages, with DL methods partic-
ularly recommended [31]. In detail, DL models, particularly those
that incorporate attention mechanisms, have been successfully ap-
plied to SA in Albanian social media comments, achieving an F1
score of 72.09% [21]. Furthermore, transformer-based models have
demonstrated their potential to improve SA for low-resource African
languages such as Nigerian Pidgin and Yoruba, achieving top rankings
in SemEval-2023 Task 12 [20].

The application of Pre-trained language models like Bidirectional
Encoder Representations from Transformers (BERT) and multilingual
BERT (mBERT) has also been noteworthy (e.g., [43]). These models
can enhance SA tasks without extensive fine-tuning, thus reducing
training time and resource consumption while maintaining or even im-
proving accuracy [25]. Transfer learning techniques using pre-trained
multilingual models often outperform language-specific models in
low-resource settings, showing further improvements after fine-tuning
even with a small number of samples [35].

Fawzy et al. [10] address the challenge of SA in Arabic, a low-
resource language with diverse dialects and complex linguistic fea-
tures. They propose an approach that combines a BERT model with a
Convolutional Neural Network (CNN) to improve SA accuracy. The
model, BERT-CNN, fine-tunes only the last four layers of a pre-trained
BERT model, reducing computational requirements while leverag-
ing the CNN as a classification head for enhanced feature extraction.
Tested on three Arabic Twitter datasets, the BERT-CNN model not
only outperforms existing state-of-the-art models but does so with
50% smaller batch sizes, fewer training layers, and approximately
20% fewer epochs on the datasets.

Human-in-the-loop (HITL) approaches have also shown promise.
Human-in-the-loop linguistic Expressions with Deep Learning
(HEIDL), a prototype HITL machine learning system, enables higher-
level interaction between humans and machines, improving produc-
tivity and generalizing models to unseen data [37]. HITL NLP frame-
works integrate human feedback to improve NLP models, with promis-
ing future studies in integrating human feedback in the development
loop [41]. HITL can achieve comparable or better performance than
unsupervised domain adaptation (UDA) in person re-identification
scenarios when unlabeled target data is infeasible [7].

While manually annotated datasets are essential for training and
evaluating NLP models, recent studies have highlighted that even
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widely used benchmark datasets often contain many incorrect annota-
tions. This reveals additional challenges in SA for low-resource lan-
guages, where data scarcity is compounded by quality concerns [26].

Building on these findings, recent efforts have extended these tech-
niques to low-resource languages, where traditional feature extraction
methods face challenges due to sparse data availability. Innovations in
transfer learning and unsupervised learning methods are beginning to
show promise in overcoming these barriers, enabling more effective
SA across a broader spectrum of languages [5]. These developments
underline the growing necessity and potential for applying advanced
ML techniques to enhance linguistic inclusivity in NLP applications.

In summary, while SA for low-resource languages presents unique
challenges, primarily due to the scarcity of sufficient annotated data
and linguistic resources, research indicates that these can be effec-
tively addressed with innovative techniques such as adaptive pre-
training, DL, cross-lingual techniques, and data augmentation strate-
gies. Emerging methods like mBERT and adversarial learning are
proving effective in enhancing the precision and generalizability of
SA models for these languages.

3 Materials and Methodolgy
3.1 Dataset

Figure 1: Sentiment Distribution Across the Dataset and Comment
Lengths: The leftmost bar graph shows the distribution of sentiments,
while the rightmost plot illustrates the distribution of sentence lengths.

The analysis in this study uses a corpus comprising user comments
on news articles collected between 2009 and 2018 1, with the longest
sentence consisting of 744 words. The dataset, generously provided by
RTL Luxembourg, is invaluable for SA as it encompasses responses
to a wide range of topics authored by Luxembourgish speakers from
diverse backgrounds and with varying personal histories. Figure 1
displays the number of annotations grouped by sentiment label (1047
comments in total), showing that negative comments were more fre-
quent than positive or neurtal comments.

<sentence id="3bs">
<w id="11" pos="" sen="3">pierre</w>
<w id="12" pos="" sen="3">je</w>
<w id="13" pos="" sen="3">suis</w>
<w id="14" pos="" sen="3">surtout</w>
<w id="15" pos="" sen="3">persuadé</w>
<w id="16" pos="" sen="3">que</w>
<w id="17" pos="" sen="3">L</w>
<c id="18" pos="" sen="3">.</c>

</sentence>

Figure 2: Example of XML sentence structure from the dataset. “pos”
refers to POS-tagging, which is not provided in this part of the dataset.

The data was provided in a simple XML file (see Figure 2), with
each file containing a subset of the sentences. Prior to training the

1 www.rtl.lu.

model, the XML file required preprocessing steps on user comments.
This process involved transforming the XML data into a Pandas
DataFrame [33], which is well-suited for handling such data opera-
tions in Python.

The preprocessing steps included:

• Parsing the XML Structure: Identifying and extracting key ele-
ments and attributes within the XML structure that contain the
relevant information, such as sentence IDs and words.

• Cleaning the Data: Removing any extraneous tags and normalizing
text to ensure consistency in sentiment classification.

• Annotating Sentiments: Ensuring the sentiment labels provided by
annotators were correctly categorized into negative, neutral, and
positive sentiments.

The sentiment labels were initially provided by human annotators
and manually categorized. These annotations are critical as they form
the basis for training and evaluating the SA models (see Figure 1).

3.2 Models

BERT: BERT is a transformative model in the field of NLP. Devel-
oped by Google, BERT has revolutionized how machines understand
human language. It is based on the transformer architecture, which
relies on attention mechanisms rather than sequence-aligned recurrent
processing. This design allows for a more flexible interpretation of
sentence structures.

The primary innovation of BERT is its approach to pre-training
on a large corpus using only unlabeled data, followed by fine-tuning
on smaller specific tasks. Unlike previous models that processed
text in a single direction, either from left to right or right to left,
BERT processes text bi-directionally. This bidirectional training is
fundamental to its success, as it enables the model to capture the
context of a word based by considering all surrounding text, both
preceding and following. This capability allows BERT to understand
the meaning of words within their specific sentence structures, which
is a significant advance over traditional methods that often depend on
labor-intensive feature engineering.

BERT’s versatility is demonstrated in its ability to be fine-tuned
with just an additional output layer to produce state-of-the-art results
for a range of tasks, including question answering, language infer-
ence, and SA. In SA, BERT’s ability to analyze the complete context
of words makes it exceptionally effective in accurately classifying
sentiments. This is particularly useful not just at the sentence level
but also for more detailed aspect-level analysis, where the sentiments
regarding specific aspects of a product or service are assessed.

The “bert-base-multilingual-cased” model is a variation of BERT
designed to handle multiple languages. It retains BERT’s powerful
bidirectional context analysis while supporting text in various lan-
guages. This multilingual capability is particularly valuable for SA
in multilingual settings, where it can interpret sentiments across dif-
ferent languages without needing separate models for each language.
This feature extends BERT’s versatility, allowing for consistent per-
formance and ease of use in global applications.

BERT has consistently outperformed earlier models that relied on
embeddings generated from simpler neural networks. Its ability to in-
tegrate and understand target-specific information within a text further
enhances its performance, enabling more accurate sentiment discern-
ment in complex scenarios. Research indicates that BERT’s deep
contextual understanding significantly improves performance across
various NLP benchmarks, making it an essential tool for researchers
and practitioners working with language data [8].
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RoBERTa: RoBERTa, or Robustly Optimized BERT Pretraining
Approach, builds upon the foundational concepts of BERT by in-
corporating several key modifications that significantly improve its
effectiveness. Unlike BERT, which is trained for a fixed amount
of time on a set dataset size, RoBERTa benefits from training on
larger datasets and for longer periods. This extended training allows
RoBERTa to develop a more profound understanding of language
details and complexities.

A critical enhancement in RoBERTa is the dynamic adjustment
of the masking pattern during the pre-training phase. Whereas the
masked language model (MLM) task in BERT randomly masks 15%
of the tokens once at the beginning of training, which remains the
same for every training epoch. In contrast, RoBERTa recalculates and
randomizes the masks throughout the training process. This dynamic
masking prevents the model from merely memorizing the masked
positions, instead fostering more robust and generalizable language
representations.

RoBERTa also adopts byte-level Byte-Pair Encoding (BPE) as its
tokenization method, enhancing its ability to handle a more com-
pact and efficient vocabulary. This approach is particularly beneficial
for processing languages with rich morphology or those that use
compound words, as it can decompose words into more frequently
occurring subwords or bytes. By simplifying the vocabulary size and
complexity, RoBERTa can process text data more quickly and with
fewer resources than BERT.

Moreover, RoBERTa removes the next-sentence prediction (NSP)
task, which BERT originally used. This decision is based on evidence
that NSP does not significantly contribute to model performance on
downstream tasks. Instead, RoBERTa focuses on optimizing the MLM
objective, which has been shown to improve outcomes directly across
a wide range of NLP benchmarks. This focused approach particularly
benefits tasks requiring deep contextual understanding, such as SA,
question answering, and natural language inference.

RoBERTa’s performance demonstrates the importance of iterative
improvements and optimizations in model pre-training strategies. It
has outperformed BERT model and its other variants across various
NLP benchmarks, establishing RoBERTa as one of the most potent
models for tackling complex language processing challenges [29].

XLM-RoBERTa extends RoBERTa’s capabilities to a multilingual
setting. XLM-RoBERTa is designed to handle multiple languages
simultaneously while supporting cross-lingual tasks. This model is
especially valuable for SA in multilingual environments, where it can
interpret and classify sentiments across different languages without
the need for separate models for each language. XLM-RoBERTa re-
tains RoBERTa’s dynamic masking and BPE tokenization advantages,
ensuring robust performance across diverse linguistic contexts.

LuxemBERT: LuxemBERT [30] is a state-of-the-art transformer-
based language model specifically designed for the Luxembourgish
language. It builds on the architecture of BERT (Bidirectional En-
coder Representations from Transformers), which is renowned for
its powerful bidirectional context understanding. This capability is
particularly advantageous for addressing the challenges associated
with low-resource languages like Luxembourgish.

LuxemBERT adopts BERT’s robust framework, which features
multiple layers of transformer encoders. These encoders use self-
attention mechanisms to process input text sequences, allowing the
model to discern complex dependencies and contextual relationships
within the text. The bidirectional nature of LuxemBERT allows it to
consider the context of each word from both preceding and following
texts, thereby enhancing the accuracy of language representations.

A key strength of LuxemBERT is its adaptation to the Luxem-

bourgish context through pre-training on language-specific corpora.
Additionally, it uses transfer learning approaches, fine-tuned to spe-
cific downstream tasks relevant to Luxembourgish, such as SA, named
entity recognition (NER), and text classification. This dual approach
of pre-training and fine-tuning ensures that LuxemBERT can effec-
tively generalize from limited data, maintaining high performance
across diverse NLP applications.

LuxGPT-22: LuxGPT-2 is an advanced transformer-based language
model, developed using the GPT-2 (Generative Pre-trained Trans-
former 2) architecture, and specifically adapted for text generation
in the Luxembourgish. Unlike traditional models that process text
linearly, Lux-GPT-2 understands and generates text bi-directionally,
where it predicts the next word in a sequence considering the entire
context provided by all preceding words. This bidirectional approach
is particularly effective in handling the subtleties of language that are
critical for realistic and coherent text generation.

LuxGPT-2 was pre-trained on a substantial and varied corpus
consisting of 711 MB of Luxembourgish text, which includes di-
verse sources such as RTL.lu news articles, parliamentary speeches,
Wikipedia entries, and various web crawls. This extensive training set
provides a rich linguistic foundation, allowing LuxGPT-2 to learn and
reproduce the unique syntactic and semantic patterns of the Luxem-
bourgish language.

The model’s training process involved transfer learning techniques,
where the model was initially conditioned on an English-based model
to establish a broad understanding of linguistic structures. It then
received further training (fine-tuning) to adapt these structures to
Luxembourgish specifics. This phase included gradual layer freezing,
a technique where lower layers of the model are incrementally locked
as they stabilize, allowing the training focus to shift toward the upper
layers that are responsible for capturing more complex and abstract
language features.

Following its pre-training, LuxGPT-2 demonstrates remarkable
versatility by being adaptable for fine-tuning on smaller, task-specific
datasets. This flexibility enables LuxGPT-2 to excel in various NLP
tasks, including SA, text summarization, and question-answering.
Its ability to generate contextually rich, grammatically correct, and
semantically detailed Luxembourgish text positions it as an essential
resource for applications demanding high-quality Luxembourgish text
output.

HITL: The concept of human-in-the-loop (HITL) has become
increasingly relevant in various domains, particularly in fields like
ML and artificial intelligence (AI). HITL methodologies are designed
to integrate human judgment into the loop of automated systems,
facilitating a dynamic interaction where humans provide real-time
corrections and feedback.

HITL is instrumental in enhancing the reliability of AI systems. By
incorporating human judgment, these systems can perform complex
decision-making tasks with greater precision. Human intervention
helps to refine AI responses by correcting errors that ML models may
not identify on their own due to limitations in training data or inherent
biases in their algorithms.

Involving human judgment in AI systems helps mitigate the risk as-
sociated with biases that are often present in the training data. Humans
can identify and correct biased AI decisions in real-time, enhancing
the fairness and impartiality of automated decisions. This real-time
corrective feedback not only improves the model’s current accuracy
in the short term but also influences its learning trajectory, promoting
better generalization and reliability in subsequent applications.

2 https://huggingface.co/
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Table 1: Performance metrics (accuracy, precision, recall) across BERT, RoBETa, LuxemBERT, and LuxGPT-2 models across two classification
scenarios: Binary classification with positive and negative labels, and Multi-class classification with positive, neutral, and negative labels).

Models Accuracy Precision Recall

BERT - Binary classification 57 60 62

RoBERTa - Binary classification 59 66 65

LuxemBERT - Binary classification 55 62 66

LuxGPT-2 - Binary classification 49 59 64

BERT - Multi-class classification 60 69 73

RoBERTa - Multi-class classification 64 71 72

LuxemBERT - Multi classification 67 73 72

LuxGPT-2 - Multi classification 35 49 52

HITL-multi (LuxemBERT-after training 500 sentences) 70 77 73

HITL-multi (LuxemBERT-after training 1000 sentences) 75 78 77

3.3 Training

To train our SA model, we used various Python libraries that support
data manipulation, visualization, and ML. Key libraries included:

• NumPy: For numerical operations.
• Pandas: For managing data frames, allowing for seamless data

manipulation and preparation.
• Matplotlib and Seaborn: For creating informative visualizations to

analyze data trends and model performance.
• regex: For handling regular expressions.
• xml.etree.ElementTree: For parsing XML files.

Our model was trained using the TensorFlow framework. The dataset
was divided into training (70%), validation (10%), and test (20%)
sets through stratified sampling function from Scikit-learn 3. This
approach ensured that the distribution of data across each set matched
that found in the original dataset, which is particularly important in
studies with imbalanced classes. To further address the class imbal-
ance, we incorporated class weights into the models. By assigning
higher weights to the minority class, we ensured that the model pe-
nalized misclassifications of the minority class more heavily, thereby
improving the overall balance and performance of the model across
all classes.

3.4 Evaluation Metrics and their Implications

To evaluate the effectiveness of the classification techniques, specific
metrics such as accuracy, precision, and recall were used:

• Terminology for All Metrics:

– TP (True Positives) is the number of positive instances that the
model correctly identifies.

– TN (True Negatives) is the number of negative instances that
the model correctly identifies.

– FP (False Positives) are instances that the model incorrectly
predicted as positive.

– FN (False Negatives) are positive instances that the model fails
to identify.

• Accuracy is a commonly used metric for evaluating classification
models. It signifies the ratio of correctly classified instances to the

3 https://scikit-learn.org/stable/

total number of instances within the dataset. Specifically in text
classification, accuracy measures the proportion of texts that are
accurately categorized. A higher accuracy value indicates a more
precise model. The formula for accuracy is expressed as:

Accuracy =
TP + TN

TP + TN + FP + FN

• Precision assesses the proportion of true positive predictions (cor-
rectly classified instances) among all positive predictions made by
the model. It is a crucial metric that measures the model’s ability to
minimize false positives. It is determined by dividing the number
of true positives by the total of true positives and false positives. A
higher precision value suggests that the model makes fewer false
positive errors, which is particularly valuable in scenarios where
the cost of a false positive is high.

Precision =
TP

TP + FP

• Recall, also referred to as sensitivity or the true positive rate, mea-
sures the proportion of true positives that are correctly identified
out of the total sum of true positives and false negatives. Essentially,
recall quantifies how effectively the model identifies all positive
samples within the dataset. A higher recall value indicates a smaller
number of false negatives. This metric evaluates the model’s ca-
pability to detect all relevant instances without missing positive
ones. In essence, recall measures how well the model captures all
positive samples in the dataset.

Recall =
TP

TP + FN

These metrics not only provide a comprehensive overview of the
model’s accuracy but also help understand its performance in terms
of specificity and sensitivity, guiding further refinements.

4 Results and Discussion
Table 1 presents the performance metrics—accuracy, precision, and
recall—of selected language models in binary (negative vs. positive)
and multi-class (positive, neutral, and negative) classification scenar-
ios. The evaluated models include BERT, RoBERTa, LuxemBERT,
and LuxGPT-2, along with outcomes from a HITL setup involving
iterative feedback loops on 500 and 1000 sentences, specifically de-
signed to refine and enhance LuxemBERT’s learning algorithms. This
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setup enabled targeted improvements in the model’s understanding of
nuanced sentiments, particularly in complex linguistic contexts.

In binary classification tasks, RoBERTa outperforms BERT, achiev-
ing higher accuracy (59% vs. 57%), precision (66% vs. 60%), and
recall (65% vs. 62%). This reflects RoBERTa’s ability to efficiently dif-
ferentiate between positive and negative classes. LuxemBERT, while
showing comparable recall, experiences a slight drop in precision
and accuracy, indicating sensitivity due to its architectural differences.
LuxGPT-2, with significantly lower scores in accuracy (49%) and pre-
cision (59%), suggests potential configuration deficiencies for binary
tasks.

The multi-class classification results reveal that LuxemBERT ex-
cels, particularly in a multilingual setting, achieving the highest met-
rics across accuracy (67%), precision (73%), and recall (72%). This in-
dicates its ability to handle more complex label distinctions. RoBERTa
maintains robust performance, although it slightly lags behind Luxem-
BERT, highlighting the subtle differences in its processing capabilities.
In contrast, LuxGPT-2 shows considerable underperformance in this
scenario, indicating that enhancements may be necessary to improve
its adaptability to multi-class contexts.

The Iterative training process of LuxemBERT with human annota-
tions under the HITL methodology demonstrates significant improve-
ments, with accuracy increasing to 70% and 75% with 500 and then
1000 sentences, respectively. This gradual improvement underscores
the value of integrating human feedback into the training process,
enhancing both the accuracy and reliability of the model. Follow-
ing the incorporation of human feedback, significant performance
improvements were observed across the models. Detailed metrics
such as accuracy, precision, and recall for each model iteration are
summarized in Table 1.

As detailed in Table 1, the LuxemBERT model showed superior
performance in handling complex expressions after training with
human-annotated data. One noteworthy example of HITL’s impact is
its correction of the misinterpretation of the Luxembourgish expres-
sion “Dat war awer eppes!”. Thanks to the expert annotations, the
model could adjust its training algorithms to understand that, despite
the presence of “awer” (but), the expression conveyed a positive sen-
timent. This correction was a direct result of the iterative training and
feedback process unique to our HITL methodology. Compared to a
baseline LuxemBERT model trained on the same initial dataset but
without human feedback, our HITL-enhanced LuxemBERT model
showed 8% improvement in detecting complex sentiments such as
irony, which are often misunderstood by traditional SA tools. Human
annotators played a crucial role, particularly in correcting sentiments
related to cultural idioms like “Ech si gréng hannert den Oueren.”
Initially labeled as neutral by the model, annotators clarified that
this typically expresses a negative sentiment about one’s lack of ex-
perience. Incorporating these corrections reduced the model’s error
rate in similar contexts. The HITL approach led to substantial im-
provements in LuxGPT2-s ability to discern sarcasm, a sentiment
often misinterpreted by automated systems without localized training
inputs.

One of the primary challenges was the scalability of human an-
notations, as recruiting enough native speakers trained in linguists
was time-consuming and costly. Despite efforts to mitigate bias, the
dominance of certain dialects within the annotated data occasionally
skewed the model’s performance on regional variations of Luxem-
bourgish. Our findings emphasize the role of HITL methodologies in
enhancing the performance of SA models for low-resource languages,
with potential applications in content moderation, customer service
bots, and social media analytics for improved accuracy and cultural

relevance [3].
Integrating HITL-enhanced models with multilingual platforms like

Google Translate or customer relationship management (CRM) sys-
tems could further enhance adaptability and accuracy across different
languages and dialects. This approach not only improves technological
inclusivity for low-resource language speakers but also underscores
the need for ethical considerations in handling sensitive sentiment
data.

The broader impact of our research extends to enhancing the digital
inclusion of minority language speakers by developing technology
that accurately understands and processes their language. However, as
we collect and use sensitive sentiment data, it is imperative to adhere to
stringent data privacy laws and ethical guidelines to protect individual
privacy and prevent biases that could inadvertently arise from data
misinterpretation. Despite BERT’s good cross-lingual performance
on high-resource languages, it struggles with low-resource languages,
indicating a need for more efficient pretraining techniques or more
data [43].

5 Limitations and Challenges

A limitation of our study is the dependency on a sufficient number of
trained human annotators, which poses scalability challenges. This de-
pendency could limit the application of our methods in larger-scale en-
vironments or in cases where such resources are scarce. Furthermore,
the iterative training process, while effective, requires substantial
computational resources, which may not be feasible in all application
scenarios. Future research should, therefore, aim to optimize these
processes to balance accuracy with operational efficiency better.

6 Conclusion and Future Work

This study introduces a method that can be useful for low-resource
languages by adopting an existing model to a new context. Training
a new model for a specific language can be expensive and time-
consuming, taking days or even weeks, depending on the available
computing power.

In our research, we focused on Luxembourgish, a language consid-
ered resource-scarce, comparing various BERT-based models along-
side a HITL strategy. To address the scarcity of data, we implemented
HITL strategy, which demonstrated improvements in SA of news
comments. While not all models showed statistical significance, the
HITL approach on LuxemBERT model consistently outperforms the
BERT-based alternatives.

Future work should consider integrating semi-supervised learning
techniques to better use unlabeled data. This approach could poten-
tially expand the model’s training dataset without requiring extensive
human annotation. Additionally, applying the HITL methodology
to other under-resourced languages could provide insights into the
generalizability of this method across diverse linguistic landscapes.
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Abstract. The paper focuses on testing the use of conversa-
tional Large Language Models (LLMs), in particular chatGPT and
Google models, instructed to assume the role of linguistics experts
to produce opinionated texts, which are defined as subjective state-
ments about animates, things, events or properties, in contrast to
knowledge/evidence-based objective factual statements. The taxon-
omy differentiates between Explicit (Direct or Indirect), and Implicit
opinionated texts, further distinguishing between positive and neg-
ative, ambiguous, or balanced opinions. Examples of opinionated
texts and instances of explicit opinion-marking discourse markers
(words and phrases) we identified, as well as instances of opinion-
marking mental verbs, evaluative and emotion phraseology, and ex-
pressive lexis, were provided in a series of prompts. The model
demonstrated accurate identification of Direct and Indirect Explicit
opinionated utterances, successfully classifying them according to
language-specific properties, while less effective performance was
observed for prompts requesting illustrations for Implicitly opinion-
ated texts.To tackle this obstacle, the Chain-of-Thoughts methodol-
ogy was used. Requested to convert the erroneously recognized opin-
ion instances into factual knowledge sentences, LLMs effectively
transformed texts containing explicit markers of opinion. However,
the ability to transform Explicit Indirect, and Implicit opinionated
texts into factual statements is lacking. This finding is interesting as,
while the LLM is supposed to give a linguistic statement with factual
information, it might be unaware of implicit opinionated content. Our
experiment with the LLMs presents novel prospects for the field of
linguistics.

1 Introduction

The present paper aims to discuss testing results with reference to
the use of conversational Large Language Model (LLM), in partic-
ular chatGPT and Google models, instructed to assume the role of
linguistics expert in our testing exercises.

2 ChatGPT applications

2.1 Language-focused LLM applications

Language has been the first system and communication medium
which has been subject to Artificial Intelligence applications.

∗ Corresponding Author. Email: liebchaya@gmail.com
1 Equal contribution.

2.1.1 Translation

is the first linguistic skill that was the forerunner of other machine-
instructed applications. Researchers perform various studies to apply
LLMs to machine translation tasks and evaluate their performance.
One of the most recent ones uses automatic retrieval or human feed-
back as supervision signals to enhance the LLM’s translation through
in-context learning [23].

2.1.2 Language education

Since the first attempts of its systematic studies, language education
has been an object of investigation and applicational attempts by var-
ious types of e-learning Computer-Assisted Language Learning sys-
tems. At present, LLMs are particularly widely used in education
generally, and in language education in particular, proved to be espe-
cially relevant for teachers to devise work plans, curricula, language
exercises and testing.

A significant step in the development of automatised linguistic
application systems has been performed since first attempts to col-
lect large language corpora [4]. Compiled by Henry Kučera and W.
Nelson Francis at Brown University, in Rhode Island, USA, the so-
called Brown Corpus, contained 500 samples of, predominantly writ-
ten, American English (ca one million words). Since then, corpus
linguistics, aided in the following years by computational linguis-
tics, has begun its career in linguistics and its applications, particu-
larly in lexicology, morpho-syntax, and discourse studies and, with
the development of spoken corpora – in phonetics and phonology.
The findings have been applied to lexicography, and more recently,
to the identification of figurative meanings and implicit senses in se-
mantics.

LLMs have paved the way towards communicative natural con-
versation applications, not to mention the areas of multilanguage and
multimodal applications.

ChatGPT’s naturally occurring conversational skills, fluent, hu-
man like, and coherent, are particularly attractive to the millions of
users. And yet, although e.g., ChatGPT’s conversational behaviour is
considered structurally correct in the majority of tests, it equally of-
ten happens to be pragmatically unconventional, due to some exces-
sive length, not following what are considered ‘conversational rou-
tines’, lacking context-sensitivity and conventional pragmatic com-
petences.



2.1.3 Academic editing

Academic editing is by far most frequently used application of chat-
GPT [1]. It is used both lecturers in humanities and in STEM, as well
as in student writing. There it may well serve language education
objectives. There are also attempts to make ChatGPT write original
poems, though its products typically lack refinement and finesse.

During last few months lexicographic testing, comments, descrip-
tions, research projects, have also appeared in larger numbers, partic-
ularly relevant to dictionary making and ontoterminological sys-
tem building [15, 12].

There are also attempts to automatically identify in the corpora
rather vague and implicit categories of meaning (e.g., [5]). One
of such categories, opinions, the topic of the present paper, is not a
particularly frequent object to be satisfactorily identified by means
of LLMs.

3 Language of Opinions

Language of opinionated texts is characterized by some proper-
ties which make it potentially distinguishable from fact-based state-
ments. On the other hand, the class of implicit opinionated texts is
particularly problematic to identify outside of context, because of the
absence of a set of criterial, ever present universal markers. There-
fore, we assume that some of the tasks to identify this and some other
categories of opinion text, will also cause identification and illustra-
tion problems for LLM models.

3.1 Definitions of Opinion

In the paper by [7] definitions of opinion were scrutinized and the
conclusion was reached that opinion is a subjective statement, con-
taining judgement about THINGS (Human/Animal), which can be
expressed in language or multimodally, about OBJECTS (people or
things), EVENTS or PROPERTIES (Lewandowska-Tomaszczyk et
al. 2023:461). The property of truth concerning expressing of an
opinions is suspended – it is not known whether what is proposed
is true or not [2].

To reach a contextually based definition, we proposed a cognitive-
social understanding of opinion, perceiving it not as a single word,
or sentence, but rather as an Opinion (Speech) Event (Lewandowska-
Tomaszczyk et al. 2023:471) considered a semiotic act, which is em-
bedded in a social-cultural context, and expresses an opinion holder’s
judgement on a person, animal, property or event. One additional
caveat must be added to the definition of opinions, with reference
to the emotional and evaluative language used in opinionated texts,
dubbed as ’private state’ expressions. Wiebe et al. [21] view private
states in terms of their functional components as “states of experi-
encers holding attitudes optionally toward targets. For example, for
the private state expressed in the sentence John hates Mary, the ex-
periencer is John, the attitude is hate, and the target is Mary” (Wiebe
etc. p.4). If the private states (including emotions, beliefs, etc.) are
expressed with reference to direct experiences (e.g., I love Mary)
they either cannot be treated as prototypical opinions or can fall out
entirely of the definitional characteristics of opinions. Opinions can
be private states expressions though expressed only towards so-called
nested (or linguistically embedded) constructions, hence e.g., ’I love
John’ is not an opinion, ’I love skiing’, can be considered a marginal
opinion, while ’Russia fears war escalation’ is an opinion due to the
fact that the experience of the target ‘other X fears war escalation’ is
a nested Speech Event.

In that paper we also proposed a typology of context-immersed
opinions postulating a basic distinction between Explicit, which can
be Direct or Indirect as opposed to Implicit opinionated texts. These
categories are further subdivided into positive and negative opinions,
ambiguous in this respect, and balanced opinions.

3.2 Taxonomy of Opinions

1. Explicit – introduced by semantically transparent struc-
tural/semantic opinionated markers: Syntactic framing imposes
the order of linguistic elements used an opinion and together with
Semantic framing identifies degrees of certainly and conviction by
particular Agents: e.g., My/Our opinion is. . . ./According to me. . .
Lexical framing is marked by relevant lexical items, as e.g., Cog-
nitive verbs (e.g., I think, I believe, I feel), Modifiers (adjectives
slow, adverbs slowly) that express evaluation or judgement (e.g.,
good/bad, worthy, valuable; slowly), in the three comparison de-
grees: positive pretty, comparative prettier (than), and superlative
the prettiest (of. . . .), as well as expressions that convey personal
feelings or experiences (e.g., I/they. . . love, I/they hate, I/they en-
joy. . . ).

2. Explicit indirect opinion markers: Opinions may be reinforced
with persuasive language, such as rhetorical questions, appeals to
authority, and emotional appeals [16], often accompanied by of-
fensive and vulgar language. Indirectly conveyed opinions: he
said/I’ve heard. Those opinionated texts which are introduced by
means of unambiguous opinion markers such as ’I think/I don’t
think/I do not think’, ’in my opinion’ or ’according to me’ or
else by indirect Explicit Opinionated Texts heard/repeated from
outside sources or via intermediaries. Contrasted with pragmati-
cally expressed opinions, which are context-identifiable are Im-
plicit Opinions.

3. Implicit Opinions Implicit opinions are typically used unaccom-
panied by any explicit opinion markers. However, they may in-
clude reference to targets that are vague.

4 Computational opinion identification and GPT
at work

4.1 Previous attempts

In a report by Pew Research Center, Mitchell et al. [13] propose that
in real life it is political awareness, digital savviness and trust in the
media that all play large roles in the ability to distinguish between
factual and opinion news statement. In digital methodology, the sit-
uation is not so simple. Rather modest numbers of publications fo-
cusing on the topic of opinion as opposed to factual knowledge state-
ments is not direct. Rather they uncover opinions by the identifica-
tion of opinion holders (e.g., [6]), or else most of the efforts focus
on opinion mining that can analyse opinions from many information
sources automatically and extract opinions, along with determining
primarily their positive or negative (or else neutral) polarities, hold-
ers, strength, and possibly targets, typically by heuristic rule based
and machine learning based methods.

A particularly problematic issue in opinion research, characteris-
tic in fact of all language study, is the identification of vagueness
and implicit language. There have been numerous attempts towards
achieving this goal. It is also particularly important for the purposes
of our study to investigate methods of identifying uncertainly, im-
plicitness and vagueness in textual data as an important category of
opinionated texts.
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Original works by Wiebe et al. [22] with collaborators [20, 21]
laid foundations on the development of a gold standard dataset for
subjectivity classifications, subjectivity, which is a criterial property
of opinionated statements (Lewandowska-Tomaszczyk et al. 2023).
As the next step, there have been attempts at rather indirect ways to
get to the sense of the concept of opinion. Yu and Hatzivassiloglou
[24] investigated it via looking answers to opinion questions and,
in this way, identify the polarity of opinion sentences. There are at-
tempts at uncovering distinctions between general and specific types
of text e.g., Louis and Nenkova [11] who investigated identifying
general and specific sentences in news articles by exploring the fea-
sibility of using existing annotations of discourse relations as training
data for a general/specific classifier. This tool relies on classes of fea-
tures that capture lexical and syntactic information, as well as word
specificity and polarity. Dinu et al. [3] proposed an entirely different
approach: hermeneutic introspection towards the intrinsic vagueness
of analyzed texts, particularly for research on historical documenta-
tion. The author also presented limitations of annotation approaches
in this respect.

In an extensive, detailed study on textual uncertainty Zerva [25]
examined options of its automatic identification in to provide a more
informative weighting of extracted knowledge, representing the con-
fidence of the author in a statement. The author develops a set of
uncertainty cues, grouped according to category Strong/Weak specu-
lation where such words and expressions as WEAK certainty is rep-
resented by such forms as indicate, suggest, speculate, while admis-
sion to lack of knowledge by the words such as unknown/unclear;
strong: hypothesize, propose, potent, while the medium level as there
is evidence/it is known to be). Particular word clouds were generated
by using the relative frequencies of cues in the corpora. The author
used an adaptation of subjective logic theory in order to frame each
event mention as an opinion model, in this way capturing potentially
varying classification of uncertainty schemes.

In recent papers context-focused considerations have been applied
e.g., Lian et al. [10] propose an approach of the F_vague detector to
automatically detect vagueness in the text. According to their analy-
sis, a large part of individual vague sentences have at least one clari-
fying sentence in the documents. The experiments showed good per-
formance of high recall and precision.

With the advent of LLM generative tools, attempts at their use to
identify and generate linguistically complex utterances have risen,
e.g., in their paper on the identification of implicit toxicity in texts,
Wen et al. [18] show that LLMs generate implicit toxic outputs that
are exceptionally difficult to detect via simply zero-shot prompting.

4.1.1 Our approach

We implemented the chain-of-thought prompting (CoT) methodol-
ogy [17]. CoT enhances the reasoning capacity of LLMs by incorpo-
rating systematic step-by-step reasoning procedures into the demon-
stration. CoT prompting enhances the model’s comprehension of the
question’s complexities and the process of reasoning. In addition, the
model produces a series of logical stages, providing us with a clear
understanding of the model’s cognitive process, hence improving its
interpretability.

4.2 Prompts

White et al. [19] provided a comprehensive collection of efficient
engineering methods, organized in a pattern format, that have been

applied to address typical challenges encountered during interactions
with LLMs. We used the following patterns in our experiment:

1. The Persona Pattern – we asked the LLMs to act as a linguistic ex-
pert, i.e., somebody who uses and knows the language very well,
and provide outputs that such a persona would.

2. The Reflection Pattern - we successfully accomplished the objec-
tive of the reflection pattern, which involves prompting the model
to automatically explain the rationale behind provided replies to
the user. This was achieved by integrating the persona pattern with
a request to provide a range of diverse examples that exemplify
various linguistic phenomena.

3. The Cognitive Verifier Pattern - Research literature has established
that LLMs demonstrate improved reasoning abilities when a ques-
tion is broken into sub-questions, with their respective replies
merged to form the overall solution to the original question [26].
Therefore, we attempted to apply this pattern as well. The descrip-
tion of explicit and indirect explicit opinionated texts encompasses
various illustrative instances. For example, in explicit opinionated
texts lexical framing is characterized by the use of pertinent lex-
ical items, such as cognitive verbs and modifiers. We executed
two queries. Initially, we solicited instances of lexical framing
including cognitive verbs, and subsequently, we asked cases of
lexical framing with modifiers. Nevertheless, the LLMs were un-
successful in achieving the separation and, as a result, produced
a combination of both types for the two queries. By employing a
comprehensive and intricate definition of direct opinionated texts,
encompassing a wide range of examples, the LLM models demon-
strated superior performance. It not only generated more effective
examples without repetition, but also categorized them based on
the language phenomena they showed.

4. The Context Manager Pattern – we specify context for a conver-
sation with the LLMs. We have enhanced the model by providing
extra context, including a description of the category of opinion-
ated text together with integrated relevant examples, instead of
simply requesting examples based on a specific category name.
The LLMs were then requested to provide examples that adhere
to the category’s rule.

It is observed that the utilization of the template pattern, which en-
ables the user to specify a template for the output, was unnecessary
in this case, as the bulleted list was already obtained in response to
the examples request.

In addition, we incorporated an emotional stimulus into our
prompt based on prior research [8] indicating that LLMs possess
emotional intelligence and that their performance can be enhanced
by the use of emotional prompts.

Given that LLMs tend to be chatty and have a tendency to engage
in a ’question and answer’ format by inventing their own questions
[14], we explicitly urged the LLMs to avoid such behavior.

In one session, we used the conversational LLMs, to execute the
following conversation:

1. We requested the LLMs to provide instances for the initial cate-
gory of explicit opinionated text, based on the concept of the cat-
egory that was explained with illustrations.

2. Following the LLMs’ successful presentation of accurate exam-
ples demonstrating its comprehensive grasp of the category, the
LLMs were then presented with the subsequent description of in-
direct explicit opinionated text and tasked with providing appro-
priate examples for this newly introduced category.

3. The LLMs provided accurate illustrations and received the defini-
tion of the final classification of implicit opinionated text.
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4. The LLMs provided some incorrect examples and offered new ex-
amples of explicit direct and indirect opinionated content. In order
to discern between factual and opinionated content, we requested
the LLMs to transform the generated instances from the previous
stage into factual statements.

Figure 1. Prompt Structure

Figure 1 illustrates the structure of our prompt. #1 is the persona
pattern "You are a linguistic expert". #2 is the context, the category
definition presented in the taxonomy. #3 includes examples. This op-
tion was exclusively utilized for the implicit category. Other catego-
rized examples were presented in the context. #4 is the task: "Give
me 50 diverse examples that represent different linguistic phenomena
of opinionated sentences which follow this rule." (the rule, category
definition, is provided in the context). #5 is the emotional prompt
"My job depends on how good and diverse these examples are", and
#6 is an instruction to avoid chatty behavior: "Don’t be chatty, give
me only the output format I asked for".

By applying the specified prompting method, we effectively pro-
vided examples for each of the preset categories of opinionated text,
which proved challenging for corpus linguistic techniques [7].

4.3 Results

In this section we report the results of two popular conversational
LLMs: OpenAI’s ChatGPT-42 and Google’s Gemini3. Both models
were given identical prompts. Next, we detail the examples extracted
for each category in the taxonomy of opinions.

4.3.1 Explicit opinions

Both LLMs successfully extracted 50 accurate examples as re-
quested. Nevertheless, Gemini autonomously categorized them into
distinct linguistic phenomena. Table 1 displays the various categories
along with two examples for each category. In the semantic fram-
ing category, all the examples consisted of the first person singu-
lar/plural. This type can be considered as a peripheral opinion type.
The fundamental semantic framework is centered around the con-
cept of a person (excluding the first person singular/plural). The ex-
pected structure would be: You/He/She/It/They... strongly believe(s)
(present simple or past simple tense). The ten examples of expres-
sions of personal feelings or experiences are not opinions. At most,
they can be considered extremely peripheral opinions, as they do not

2 https://chat.openai.com
3 https://deepmind.google/technologies/gemini/

convey a nested target, as previously explained. While all the ex-
amples of the other linguistic phenomena category are correct, the
majority of them do not establish a distinct category but rather offer
supplementary illustrations for existing categories.

Table 1. Categories of explicit opinions by Gemini

Type Ex1 Ex2
General "In my view, the

United States should
withdraw from the
Paris Agreement."

"I am convinced that
the Earth is flat."

Semantic Fram-
ing

"I am somewhat skep-
tical of the claims that
the new drug is effec-
tive."

"I am indifferent to
the outcome of the
election."

Lexical Framing "The new tax policy is
a disaster."

"College tuition is too
expensive."

Expressions of
Personal Feelings
or Experiences

"I love my country." "I am grateful for all
that I have."

Other Linguistic
Phenomena

"I believe that the me-
dia is biased against
conservatives, don’t
you?"

"According to me, the
best way to solve the
climate crisis is to in-
vest in renewable en-
ergy, and I am confi-
dent that it will work."

4.3.2 Explicit indirect opinions

As requested, both LLMs extracted fifty accurate examples success-
fully. However, while ChatGPT utilized rhetorical questions to em-
phasize opinions in all the extracted examples (such as "Can’t you
see the blatant injustice in our legal system?", "How can we deny
the suffering of the homeless people in our city?", and "He said that
our company’s stocks are plummeting. Isn’t it a sign of weak leader-
ship?"), Gemini extracted a diverse range of examples that employed
various forms of persuasive language and indirectly conveyed opin-
ions. Gemini additionally offered a clarification, enclosed in paren-
theses, for each of the examples.

• "Isn’t it obvious that this new policy is a disaster waiting to hap-
pen?" (Rhetorical question)

• "If you don’t support this bill, you"re clearly heartless and don’t
care about the poor." (Emotional appeal)

• "My boss told me that if I don’t meet my sales target this month,
I’m out of a job." (Text heard/repeated from an intermediary)

• "This movie is so bad, it’s almost funny." (Sarcasm)
• "If you don’t like it here, then leave." (Appeal to ignorance)
• "If you don’t vote for me, you’re throwing your vote away." (Ap-

peal to fear)
• "She’s not exactly a beauty queen, but she’s got a great personal-

ity." (Backhanded compliment)
• "I’m not saying he’s a bad person, but I wouldn’t trust him with

my wallet." (Damning with faint praise)
• "I’m not ageist, but I don’t think older people should be allowed

to drive." (Ageism)
• "You’re so stupid, you don’t even know what you’re talking

about." (Ad hominem attack)

4.3.3 Implicit opinions

Despite being requested to provide 50 examples, the LLM only pro-
vided 25 and 30 examples for ChatGPT and Gemini respectively. All
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Table 2. Implicit opinionated examples converted to facts

Type Opinion Fact
Implicit → Im-
plicit

"Her research is
groundbreaking - it
could revolutionize
the field."

"Her research has sig-
nificant potential to
make a major impact
on the field."

"That politician just
talks the talk, but
never delivers on their
promises."

"The politician’s
pronouncements often
fail to translate into
concrete actions or
outcomes."

Explicit Indirect
→ Explicit Indi-
rect

"What a stunning
view from this moun-
taintop!"

"The panorama from
the mountaintop of-
fers breathtaking visu-
als."

"You should defi-
nitely come to the
party tonight, it’ll be
a blast!"

"Many people are
looking forward to the
party tonight."

Implicit → Ex-
plicit Indirect

"The movie was just
meh, not really worth
the hype."

"The movie received
mixed reviews."

"I wouldn’t mind try-
ing that new restau-
rant - everyone says
it’s amazing!"

"Many people are
praising the new
restaurant."

"He’s certainly got a
way with words, that’s
for sure."

"The movie received
mixed reviews."

"Her artwork is so
bold and daring, I love
it"

"Her artwork is char-
acterized by its use
of vivid colors and
unconventional tech-
niques."

the examples provided by ChatGPT consisted of explicit opinionated
texts containing clear markers of opinion. The erroneous instances
of implicit opinionated texts were effectively transformed into fac-
tual statements. For example, "I think that the movie was fantastic."
was converted to "The movie received positive reviews", "I suppose
the concert ended late" was converted to "The concert ended at mid-
night", and "My opinion is that the law should be revised" was con-
verted to "The law is under review.".

Gemini excelled in producing implicit opinionated texts. 28 of the
30 examples were accurate. Additionally, the typology identification
gave promising results. The generated distinction between the cat-
egories of Implicit and Explicit Indirect types can be presented in
the following format: out of the 30 exemplary instances, generated
as Implicit Opinions to be converted to Factual statements, less nu-
merous instances are Implicit to Implicit opinions (3 examples), and
Explict Indirect converted to synonymous Explicit Indirect opinions.
The most numerous category are Implicit opinions converted to Ex-
plicitly Indirect ones (25 instances), which can be considered a big
step towards the full clarification of opinion typology content. Ex-
amples are presented in Table 2. Some of the examples may be con-
sidered taxonomically ambiguous due to independent reasons: the
missing reference to the contextually-anchored Opinion Event con-
text that would disambiguate the taxonomy type. As discussed in the
first sections of the present paper (p. 2), opinion is proposed to be de-
fined as an event with the identification of opinion holder, its sources,
target, effects, relation to evidence data, etc. With no such reference
available, options to identify opinionated samples from factual state-
ments are lower. This is not unique to LLM system’s performance.
Similarly, human language users experience identical problems with
implicit opinion identification. The reason is that in terms of lan-
guage, implicit opinions most often adopt a linguistic form identical

to that used for factual statements, i.e., with the absence of evident
linguistic clues that would make it possible to differentiate between
the two types. The context-free utterance such as e.g., "It is raining",
when said to another person on the phone, cannot be verified by the
addressee as to its factual content. The sentence is referentially am-
biguous between two conflicting scenarios. It can either convey a
factual statement uttered in the outdoors context in a heavy rain, or
else it can be produced in a cosy room, when the speaker sees wa-
ter falling from the roof outside. The statement "It is raining" in the
latter context is an implicit opinion, a shorthand for the complete
(opinionated) form "I think it is raining". Both in the former and the
latter scenarios, the contextual information on the event would clar-
ify the ambiguity. One can thus conjecture that LLM systems would
exploit its fuller taxonomic options when provided with the infor-
mation on the Opinion Event contextual clues. Our next section will
focus on attempts to refine a series of prompts towards making the
opinion event contextual clues more transparent to incorporate such
them into a system of contextual information transfer.

Contextual clues The search for entity context has recently been
an important topic of inquiry in computational linguistics. Although
existing corpus-based methods have achieved some progress, they
still rely on annotated corpora to obtain the context patterns through
the position of the entity in a sentence. There are attempts to over-
come the annotation dilemma some authors such as Li et al. [9] ex-
plore an approach based on Entity Set Expansion (ESE) and its newer
version GAPA (GenerAted PAtterns) to expand target entities, which
are corpus-independent to automatically generate high-quality con-
text patterns for entities.

To generate sufficient contextual clues by ChatGPT and Gemini
to identify and produce implicit opinions we refined our prompts to
urge the LLMs to generate some context for Implicit Opinion Events
with the sentences provided.

Prompt: Generate a few sentences of context to make the following
sentence an opinionated text, the context should include the sentence
itself. The sentences are provided in the first column of Table 3:

5 Discussion

It is important to note that LLMs are nondeterministic models, mean-
ing they exhibit different behaviors each time they are executed. Ex-
ecuting the identical prompt can yield varying instances. In addition,
we did not optimize the prompts for any of the models. Customizing
the prompt for each LLM individually may lead to improved out-
comes. However, provision of more detailed, contextually specific
condition types for each possible implicit opinion scenario might be
considered time and effort consuming, especially when a series of
similar forms would need to be sequentially generated, with refer-
ence to distinct objects or domains. A cumulative prompt admitting
variance would be needed in such cases which would constitute an
adequate prompting signal for the system. This level of opinion anal-
ysis is typically influenced by the context around the sentence and
is considered decisive for applications dealing with various types of
text - from social networks, political comments and casual conversa-
tions. Its aim is to determine language users’ opinions about various
phenomena, people, objects, properties and states and possibly con-
front them with the actual states of affairs in the outside reality. In
order to perform this level of analysis, it is essential to identify both
the linguistic context and the actual situational scene entities men-
tioned and their respective properties related to the words produced.
From there, the judgment concerning a distinction between factual
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Table 3. Implicit opinionated examples in context

Sentence ChatGPT Gemini
It is raining. "It is raining outside," she muttered with a sigh, annoyed by the

incessant downpour that seemed to dampen her plans every time
she dared to make them. In her opinion, rainy days were nothing
but a nuisance, disrupting outdoor activities and leaving everything
soggy and gloomy. She couldn’t fathom why some people found
solace or romance in the pitter-patter of raindrops; to her, it was
simply an inconvenience that warranted staying indoors with a hot
cup of tea and a good book.

I peeked out the window and groaned. It is raining. Perfect.
With this downpour, there’s no way I’ll be able to wear my
new sandals today. Looks like it’s boots again.

Her research is ground-
breaking - it could revolu-
tionize the field.

"Her research is groundbreaking - it could revolutionize the field,"
exclaimed Professor Thompson, his eyes gleaming with excitement
as he discussed the latest findings in the faculty lounge. In his opin-
ion, her work represented a paradigm shift, challenging long-held
assumptions and opening up new avenues of exploration that could
redefine the boundaries of their discipline. He couldn’t help but feel
a sense of awe at the sheer innovation and potential impact of her
discoveries, envisioning a future where her ideas would shape the
trajectory of their field for years to come.

For years, scientists have been searching for a way to cre-
ate a more sustainable energy source. Many have tried and
failed, but Dr. Amelia Rose’s latest research is different.
Her research is groundbreaking - it could revolutionize the
field by creating a way to harness solar energy even more
efficiently. With this new technology, we could see a dra-
matic reduction in our reliance on fossil fuels.

That politician just talks
the talk, but never delivers
on their promises.

"That politician just talks the talk, but never delivers on their
promises," grumbled Sarah, her frustration evident as she flipped
through the channels, each one featuring the same empty rhetoric
and hollow pledges. In her opinion, this particular politician was
a master of spin, adept at crafting persuasive speeches and making
grandiose commitments during campaign season, only to backtrack
or conveniently forget once elected. She couldn’t understand how
so many people continued to support someone who consistently
failed to follow through on their word, lamenting the state of poli-
tics and longing for leaders who prioritized integrity and account-
ability over empty platitudes.

The election cycle is in full swing, and promises are being
thrown around like confetti. But one politician in partic-
ular, [politician’s name], seems to be all talk and no ac-
tion. That politician just talks the talk, but never delivers
on their promises. It’s a shame, because they have some
good ideas, but their lack of follow-through makes them
untrustworthy in my eyes.

The movie was just meh,
not really worth the hype.

"The movie was just meh, not really worth the hype," sighed Emily,
disappointed as she left the theater with her friends. In her opin-
ion, the film fell short of its lofty expectations, failing to deliver
the gripping storyline and memorable performances that had been
promised in the trailers and early reviews. She couldn’t help but feel
let down by the hype surrounding it, wishing she had spent her time
and money on a more captivating cinematic experience instead.

Everyone was raving about this new movie, calling it a
masterpiece. I was excited to see it, but after finally sit-
ting down to watch it, I was left feeling disappointed. The
movie was just meh, not really worth the hype. The plot
was predictable, the characters lacked depth, and the spe-
cial effects were underwhelming. I’d rather have spent my
time watching something else.

I wouldn’t mind trying that
new restaurant - everyone
says it’s amazing.

"I wouldn’t mind trying that new restaurant - everyone says it’s
amazing," remarked Mark, his curiosity piqued by the enthusiastic
reviews he had heard from friends and colleagues. In his opinion,
the widespread acclaim surrounding the eatery hinted at an excep-
tional dining experience just waiting to be savored. He couldn’t re-
sist the allure of exploring new culinary delights, eager to indulge
his taste buds and see if the restaurant truly lived up to its stellar
reputation.

Dating nights have been feeling a little repetitive lately.
We keep going to our usual Italian place, and while it’s
good, I’m craving something new. I wouldn’t mind try-
ing that new restaurant on Elm Street - everyone says it’s
amazing. It’s a little pricier than we usually go for, but for
a special occasion, it could be perfect!

He’s certainly got a way
with words, that’s for sure.

"He’s certainly got a way with words, that’s for sure, "chuckled
Sarah, impressed by her colleague’s eloquence during the presen-
tation. In her opinion, his ability to articulate complex ideas with
such clarity and flair was nothing short of remarkable. She couldn’t
help but admire his skillful communication style, which effortlessly
captivated their audience and left a lasting impression.

I wasn’t sure about attending the presentation at first, but
then I heard who the speaker was. He’s certainly got a way
with words, that’s for sure. People say he can take the dri-
est topic and make it fascinating. I figured even if the con-
tent wasn’t the most exciting, at least his delivery would
be entertaining.

Her artwork is so bold and
daring, I love it.

"Her artwork is so bold and daring, I love it," exclaimed Mia, her
eyes sparkling with admiration as she gazed at the vibrant canvases
adorning the gallery walls. In her opinion, the artist’s fearless ex-
ploration of color and form challenged conventional boundaries,
evoking a sense of excitement and inspiration. She couldn’t help
but feel drawn to the raw energy and emotion infused into each
brushstroke, finding herself captivated by the bold creativity on dis-
play.

Galleries these days are filled with safe, predictable
pieces. I crave art that pushes boundaries and makes a
statement. Her artwork is so bold and daring, I love it!
The way she uses color and texture is unlike anything I’ve
seen before. It’s truly refreshing to see an artist unafraid to
take risks.

statements and opinions generally and possible implicit opinions, tar-
geted at each of the identified entity or property, can be determined.
It has been shown in the present paper that in the case of LLM gen-
erative tools more explicit prompts at the training phase that would
indicate contextual variants of opinion scenario types might consti-
tute materials leading to more satisfactory outcomes. In this way, a
more effective functioning of the current models in this areas of their
activity were obtained, particularly for implicit opinions, especially
with Gemini LLMs.
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