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Abstract

Misogynistic memes are a category of memes
which contain disrespectful language targeting
women on social media platforms. Hence, de-
tecting such memes is necessary in order to
maintain a healthy social media environment.
To address the challenges of detecting misogy-
nistic memes, "Multitask Meme classification -
Unraveling Misogynistic and Trolls in Online
Memes: LT-EDI@EACL 2024" shared task
organized at European Chapter of the Asso-
ciation for Computational Linguistics (EACL)
2024, invites researchers to develop models
to detect misogynistic memes in Tamil and
Malayalam. The shared task has two sub-
tasks and in this paper, we - team MUCS, de-
scribe the learning models submitted to Task
1 - Identification of Misogynistic Memes in
Tamil and Malayalam. As memes represent
multi-modal data of image and text, three mod-
els: i) Bidirectional Encoder Representations
from Transformers (BERT)+Residual Network
(ResNet)-50, ii) Multilingual Representations
for Indian Languages (MuRIL)+ResNet-50,
and iii) multilingual BERT (mBERT)+ResNet-
50, are proposed based on joint representation
of text and image, for detecting misogynis-
tic memes in Tamil and Malayalam. Among
the proposed models, mBERT+ResNet-50 and
MuRIL+ ResNet-50 models obtained macro F1
scores of 0.73 and 0.87 for Tamil and Malay-
alam datasets respectively securing 1st rank for
both the datasets in the shared task.

1 Introduction

Memes, in the digital age, have become a common
form of cultural expression, often shared widely
across social media platforms and internet com-
munities. These memes typically comprising of
images/videos and text embedded on them, started
with the idea of sharing humor (Suryawanshi et al.,
2020). But these days, memes are often being mis-
used to spread hateful, troll, and misogynistic con-
tent. Misogynistic memes are a category of memes

that propagate negative attitude towards women.
These memes often promote dangerous or harm-
ful pranks, challenges, or behaviors which leads
to physical harm, injury, or legal consequences
(Guest et al., 2021; Hegde et al., 2021). Hence, it
is necessary to detect such content to protect users
from getting harmed and also to maintain a safe
and inclusive online environment.

Detecting misogynistic memes on social media
is challenging due to the combination of text, im-
age/video, and sometimes audio also, which ex-
hibits a multi-modal nature. This problem becomes
more challenging when the embedded text belongs
to low-resource languages like Tamil, Malayalam
etc., where lack of digital resources and compu-
tational tools is the common issue. "Multitask
Meme Classification - Unraveling Misogynistic
and Trolls in Online Memes: LT-EDI@EACL
2024" (Chakravarthi et al., 2024) shared task en-
courages the researchers to develop models to de-
tect misogynistic and trolling content in Tamil and
Malayalam memes. The shared task has two sub-
tasks and in this paper, we - team MUCS, describe
the learning models submitted to Task 1 - Identifi-
cation of Misogynistic Memes in Tamil and Malay-
alam. As memes are made up of textual and vi-
sual components, they can be represented as multi-
modal data of textual and visual features integrated
into a single representation known as joint repre-
sentation. Three models: i) BERT+ResNet-50, ii)
MuRIL+ResNet-50, and iii) mBERT+ResNet-50,
are proposed based on joint representation, for de-
tecting misogynistic memes in Tamil and Malay-
alam.

The rest of the paper is arranged as follows: a
review of related work is included in Section 2 and
the methodology is discussed in Section 3. Ex-
periments and results are described in Section 4
followed by concluding the paper with future work
in Section 5.

282



2 Related work

Researchers have explored several models for de-
tecting memes by representing the visual and tex-
tual components of memes as two uni-modal data
as well as integrating visual and textual compo-
nents into a single joint representation. Few of
such relevant research works are described below:
Raha et al. (2022) have explored uni-modal (Image-
Grid, Image-Region, Text BERT, Text Robustly Op-
timized BERT Pre-training Approach (RoBERTa),
Uni-modal fusions (Concat-BERT, Late Fusion),
Multi-modal transformers (Multi-Modal BiTrans-
former (MMBT)-Grid, MMBT-Region, Vision-
and-Language BERT (ViLBERT), Visual BERT)
and pre-trained models (ViLBERT CC, Visual
BERT COCO, ViLBERT HM, Visual BERT HM),
for identifying misogynous memes in Concep-
tual Captions (CC), Common Objects in Context
(COCO), Hateful Memes (HM) datasets. Among
all the proposed models, the VilBERT HM model
outperformed all other models obtaining macro
F1 score of 0.712 for HM dataset. Muti et al.
(2022) proposed uni-modal and multi-modal ap-
proaches for identifying misogynistic memes in
English dataset. The multi-modal system is im-
plemented by fusing image and text embeddings
through MMBT which is used to jointly fine-tune
uni-modal pre-trained text and image encoders by
projecting image embeddings to the text token
space. Their proposed multi-modal system ob-
tained a macro average F1 score of 0.727.

Maheshwari and Nangi (2022) experimented var-
ious Machine Learning (ML), Deep Learning (DL)
and Transfer Learning (TL) based models for the
identification of misogynous memes in English.
Their ML models (Support Vector Machine (SVM),
Naive Bayes (NB) and Logistic Regression (LR))
are trained with Term Frequency-Inverse Docu-
ment Frequency (TF-IDF) of word unigrams (text
representation) and pre-trained Visual Geometry
Group-16 (VGG-16) (image representation), DL
models (LSTM and Convolutional Neural Network
(CNN)) are trained with GloVe embeddings (text
representation) and VGG-16 (image representation)
and TL models are trained with BERT variants
(Concat BERT, Average BERT, and Gated BERT)
(text representation) and Common World Knowl-
edge (CWK) and Contrastive Language-Image Pre-
training (CLIP) (image representation). The au-
thors experimented all the models with uni-modal
feature space, i.e, training the classifiers with only

text and only image features and also with joint
learning i.e., training the classifiers with shared
embedding layer for both text and image features.
Among all their models, TL model with joint learn-
ing using Average BERT + CLIP achieved a macro
F1 score of 0.671.

Sean and Kanchana (2022) presented multi-
modal models, namely InceptionV3+BERT back-
bone as Model A, EfficientNetB7+BERT as Model
B, CLIP Image+CLIP Text Backbone as Model C,
SVM and an Ensemble model (Model A, Model
B, SVM), for identifying misogynous memes in
English. Among the proposed models, Ensemble
model achieved a macro F1 score of 0.718. Rao
and Rao (2022) experimented text-based (Bidirec-
tional Long Short Term Memory (BiLSTM)+Glove
embeddings, RoBERTa, Ernie-2.0), image-based
(VGG-16, ResNet-50, ResNet-152, Vision Trans-
former), and multi-modal (VGG-16+BiLSTM,
MMBT, VisualBERT, MMBT with tRoBERTa, and
Average (Avg) Ensemble (RoBERTa and ResNet-
152 models with soft voting)) models, for misog-
ynous meme identification in English language.
Among their proposed models, the Avg Ensem-
ble model outperformed other models with a macro
F1 score of 0.761. Gu et al. (2022) employed an
ensemble of ML models (Multinomial NB (MNB)
and Gradient Boosting classifiers trained with TF-
IDF of word bigrams and unigrams respectively,
and Random forest (RF) classifier trained with var-
ious image features (Hu moment invariants, Haral-
ick textures, and image histograms), for the identi-
fication of misogynous memes. In addition, the ML
models of the ensemble are also trained indepen-
dently with the respective features as mentioned.
Among all their models, RF classifier trained with
various image features outperformed other models
by achieving a macro F1 score of 0.665.

The above literature reveals that the joint rep-
resentation of image and text exhibits promising
performances for meme detection tasks. However,
most of the meme detection tasks focus on English
language giving less importance for low-resource
languages like Tamil and Malayalam.

3 Methodology

The objective of this work is to identify misogy-
nistic memes in the given Tamil and Malayalam
datasets. This is achieved by proposing learning
models based on the joint representation of image
and text components in the given memes. The steps
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Table 1: Sample Malayalam and Tamil memes (image and text data) with corresponding labels

Tamil
Label Train set Dev set

Misogyny 274 76
Not Misogyny 863 209

Malayalam
Misogyny 256 64

Not Misogyny 384 96

Table 2: Class-wise distribution of memes in Tamil and
Malayalam datasets

involved in the methodology are explained below:

3.1 Pre-processing

Pre-processing is a crucial step that cleans the data
and prepares it for further processing. Usually,
images will be of varying sizes as they will be col-
lected from different sources and hence they are
resized to a standard size. Further, images not in
RGB format are converted to RGB format. Punc-
tuation, digits, urls, and hashtags are considered
as noise and hence are removed from the textual
component. English stopwords (memes may also
include English words), available at NLTK1 library
and Tamil stopwords from a GitHub2 repository
are utilized as references for removing English
and Tamil stopwords from Tamil dataset respec-

1https://pythonspot.com/nltk-stop-words
2https://gist.github.com/arulrajnet/

e82a5a331f78a5cc9b6d372df13a919c

tively and only English stopwords are removed
from Malayalam datasets.

3.2 Construction of Learning Models

In DL, feature extraction and classifier construction
go hand-in-hand. As memes contain image and
embedded text, a joint representation of integrating
image and text features is used in this work. The
image and text encoders used to represent image
and text respectively are described below:

• Text Representation - Transformer models
have emerged as promising pre-trained mod-
els for extracting features from text due to
their ability to capture intricate contextual re-
lationships between words in the given input
sequence. Their self-attention mechanisms en-
able a comprehensive understanding of word
dependencies, allowing for the creation of
context-rich embeddings that enhance the per-
formance of many downstream natural lan-
guage processing tasks. In this work, BERT3

(Devlin et al., 2018), MuRIL4 (Khanuja et al.,
2021), and mBERT5 (Devlin et al., 2018), are
used to represent text as three different mod-
els. BERT is pre-trained on a large amount
of English text in a self-supervised fashion

3https://huggingface.co/bert-base-uncased
4https://huggingface.co/google/muril-base-cased
5https://huggingface.co/bert-base-multilingual-cased
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Language Tamil

Model Dev set Test set
Precision Recall F1 score Precision Recall F1 score

BERT+ResNet-50 0.72 0.70 0.71 0.68 0.65 0.66
MuRIL+ResNet-50 0.77 0.72 0.74 0.75 0.64 0.66
mBERT+ResNet-50 0.75 0.72 0.73 0.77 0.72 0.73

Language Malayalam
BERT+ResNet-50 0.82 0.80 0.81 0.82 0.83 0.82

MuRIL+ResNet-50 0.86 0.80 0.81 0.90 0.87 0.87
mBERT+ResNet-50 0.77 0.75 0.76 0.85 0.84 0.84

Table 3: Performances of the proposed models for identifying misogynistic memes in Tamil and Malayalam datasets

using a Masked Language Modeling (MLM)
objective whereas MuRIL and mBERT are
multilingual pre-trained models which sup-
port Tamil and Malayalam lamguages. While
MuRIL supports 17 Indian languages in their
native and transliterated scripts, mBERT sup-
ports 104 languages in their native script.
BERT is used as the given Tamil and Malay-
alam datasets contain English texts along with
Tamil and Malayalam text in their native
script.

• Image Representation - ResNet-506 (He
et al., 2016) - a CNN with 48 Convolution
layers along with 1 Max Pool and 1 Aver-
age Pool layer and a fully connected layer, is
a variant of ResNet which is pre-trained on
ImageNet (Deng et al., 2009) dataset at a res-
olution of 224x224. ReseNet-50 is used as
image encoder to obtain the image features.

Dual-encoder architecture which is based on joint
representation approach is used to concatenate im-
age and text encoders and the joint encodings are
passed through linear layers to build the classifier
model for identifying misogynistic memes in Tamil
and Malayalam.

Figure 1: Comparison of macro F1 scores of the partici-
pating teams in the shared task

6https://iq.opengenus.org/resnet50-architecture/

4 Experiments and Results

Tamil and Malayalam memes datasets provided
by the organizers of the shared task are labeled as
’Misogyny’ and ’Not Misogyny’ memes, for the
task of binary classification (Chakravarthi et al.,
2024). The sample memes with their correspond-
ing labels and class-wise distribution of Tamil and
Malayalam memes datasets are shown in Tables 1
and 2 respectively. Table 3 shows the performances
of the proposed models. Among the proposed mod-
els, mBERT+ResNet-50 and MuRIL+ResNet-50
models obtained better macro F1 scores of 0.73
and 0.87 for Tamil and Malayalam datasets respec-
tively, securing 1st rank for both the datasets in
the shared task. Figure 1 gives a comparison of
macro F1 scores of all the participating teams in
the shared task.

4.1 Error Analysis

Few misclassified memes along with the actual and
predicted labels obtained from mBERT+ResNet-50
and MuRIL+ResNet-50 for Tamil and Malayalam
datasets respectively, are shown in Table 4. Mis-
classifications are due to the limitations of image
and text encoders. Text encoders may fail to cap-
ture the domain specific meaning of the ambiguous
words. Further, there are a few content words or
phrases that are often used in the context of one
polarity; however, the ground truth of the Test data
with same words or phrases has a different polarity.
For example, during training, the words or phrases
’quick’, ’show’, and ’in front of’ are often used
in the context of ’Misogyny’ and the ground truth
of this transcription is ’Not Misogyny’. From the
image point of view, features that affect the iden-
tification of misogynistic memes include noise in
the image, image quality, size of the training im-
age dataset, and architecture of the image encoder.
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Table 4: Few misclassified Tamil and Malayalam memes with actual and predicted labels

Added to this is the imbalance nature of the given
datasets where both Tamil and Malayalam datasets
contain less number of ’Misogyny’ memes.

5 Conclusion and Future Work

This paper describes, three models:
i) BERT+ResNet-50, ii) MuRIL+ResNet-50,
and iii) mBERT+ResNet-50, based on joint
representation of text and image features, for
detecting misogynistic memes in Tamil and
Malayalam datasets, submitted by our team
- MUCS to "Multitask Meme classification -
Unraveling Misogynistic and Trolls in Online
Memes: LT-EDI@EACL 2024" shared task.
Among the proposed models, mBERT+ResNet-50
and MuRIL+ResNet-50 models obtained macro F1
scores of 0.73 and 0.87 for Tamil and Malayalam
datasets respectively, securing 1st rank for both the
datasets in the shared task. More efficient joint
representations that improve the performance of
the learning models will be explored further.
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