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Abstract

Detection of Homophobia and Transphobia in
social media comments serves as an impor-
tant step in the overall development of Equal-
ity, Diversity and Inclusion (EDI). In this re-
search, we describe the system we formulated
while participating in the shared task of Ho-
mophobia/Transphobia detection as a part of
the Fourth Workshop On Language Technol-
ogy For Equality, Diversity, Inclusion (LT-EDI-
2024) at EACL 2024'. We used an ensem-
ble of three state-of-the-art multilingual trans-
former models, namely Multilingual BERT
(mBERT), Multilingual Representations for In-
dic Languages (MuRIL) and XLM-RoBERTa
to detect the presence of Homophobia or Trans-
phobia in YouTube comments. The task com-
prised of datasets in ten languages - Hindi, En-
glish, Telugu, Tamil, Malayalam, Kannada, Gu-
jarati, Marathi, Spanish and Tulu. Our system
achieved rank 1 for the Spanish and Tulu tasks,
2 for Telugu, 3 for Marathi and Gujarati, 4 for
Tamil, 5 for Hindi and Kannada, 6 for English
and 8 for Malayalam. These results speak for
the efficacy of our ensemble model as well as
the data augmentation strategy we adopted for
the detection of anti-LGBT+ language in social
media data.

1 Introduction

Homophobia is defined as intentional discrimina-
tion against those who identify as a part of the
LGBT+ community. It can be demonstrated in
many ways, which can include abuse or social ig-
norance. Transphobia, on the other hand, refers to
the targeted hatred towards transgender individuals
whose current gender identity and the one assigned
to them during birth differ. Both of these forms
of hate speech have negative repercussions on the
mental health as well as the overall well-being of
people who are a part of the LGBT+ community

Thttps://sites.google.com/view/lt-edi-2024/

(Chakravarthi et al., 2022a). This highlights a criti-
cal need to build systems that identify this form of
prejudice and bigotry.

Pre-trained language models (PLMs) like BERT
(Devlin et al., 2018) and GPT (Brown et al., 2020),
built on transformer architectures have gained
recognition for their ability to interpret languages
in a manner similar to humans by displaying state-
of-the-art results in many NLP tasks such as docu-
ment classification and language modelling. PLMs
undergo unsupervised training on a large corpus
of text data which can then be fine-tuned on do-
main and task-specific corpora for downstream
tasks, such as the shared task on Homophobia and
Transphobia detection by LT-EDI@EACL 2024.
BERT, specifically, introduced the concept of bidi-
rectional context understanding which considers
both the succeeding and preceding word for a par-
ticular word to capture a more elaborate and nu-
anced meaning within the language. For our sys-
tem, we propose an ensemble consisting of three
such popular BERT-based transformer architec-
tures, namely Multilingual BERT (mBERT) (De-
vlin et al., 2018), Multilingual Representations for
Indic Languages (MuRIL) (Khanuja et al., 2021)
and XLM-RoBERTa (Conneau et al., 2019).

1.1 Task Description

As specified in (Chakravarthi et al., 2024), partic-
ipants of this shared task were required to submit
systems that classify a given YouTube comment
into one of the three categories - Homophobia,
Transphobia or None. We were provided with the
train and development datasets containing man-
ually annotated posts in English, Hindi, Malay-
alam, Tamil, Telugu, Kannada, Marathi, Gujarati
and Spanish. The dataset described by Kumare-
san et al. (2023) forms the seed data for this task.
This year, the workshop also introduced a code-
mixed dataset on Tulu. Being an under-resourced
language, Tulu lacks extensive data and resources
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Language Non anti-LGBT+ content Homophobia Transphobia
train 2,064 453 145
Tamil dev 507 118 41
test 634 152 47
train 3,496 2,907 2,647
Telugu dev 747 588 605
test 744 624 571
train 4,463 2,765 2,835
Kannada dev 955 585 617
test 951 599 606
train 3,848 2,267 2,004
Gujarati dev 788 498 454
test 794 510 436
train 700 250 250
Spanish dev 200 93 93
test 300 150 150
train 2,423 45 92
Hindi dev 305 2 13
test 308 3 10
train 2,978 179 7
English dev 748 42 2
test 931 55 4
train 2,468 476 170
Malayalam dev 937 197 79
test 674 140 52
train 2,572 551 377
Marathi dev 541 129 80
test 569 112 69

Table 1: Statistics of the train, dev and train dataset
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Non H/T Content H/T Content
Tul train 542 188
W fest 312 67

Table 2: Statistics of the Tulu train and test dataset

for language models. This scarcity leads to a few-
shot learning scenario. For the Tulu task, we were
required to build a binary classifier that predicts
whether a post contains hate-speech relating to ho-
mophobia or transphobia. The overall task hence
is to develop a multiclass (binary in case of Tulu)
classifier that predicts whether a given post con-
tains instances of homophobia or transphobia in 10
different language categories. The systems were
weighed using the average macro F1 score for each
language across all classes on the test dataset.

2 Related Work

Transformer models have been popular in various
classification tasks, including hate speech detec-
tion. Roy et al. (2021) experimented with the
XLM-RoBERTa model for hate-speech detection
in Twitter data in English, German and Hindi. Top
submissions to competitions like HASOC (Hate
Speech and Offensive Content Identification in
Multiple Languages) which provide datasets for
hate-speech detection in a multilingual setting also
utilised transformer models, such as Farooqi et al.
(2021) who used IndicBERT, XLM-RoBERTa and
Multilingual BERT with hard voting.

The task presented at this workshop is the third
shared task on Homophobia and Transphobia de-
tection in social media comments. In the previ-
ous shared tasks, Chakravarthi et al. (2022b) and
Chakravarthi et al. (2023), the majority of the sub-
missions received used transformer models, such as
Nozza (2022) who used weighted majority voting
on the predictions received from BERT, RoBERTa
and HateBERT and Maimaitituoheti (2022) who
used the pre-trained transformer model RoBERTa
for classification. Other submissions also exper-
imented with neural networks and support vec-
tor machines such as (Garcia-Diaz et al., 2022)
and (Ashraf et al., 2022) respectively. Bhandari
and Goyal (2022) experimented with various mul-
tilingual BERT models, including mBERT, XLM-
RoBERTa, IndicBERT and HateBERT, with a data
augmentation strategy of random insertion, dele-
tion or swapping of words in a sentence.
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3 Methodology

Language Homophobia Transphobia
Tamil 1,146 1,049
Telugu 2,907 2,647
Kannada 2,765 2,835
Gujarati 2,267 2,004
Spanish 316 316
Hindi 837 820
English 1,223 953
Malayalam 1,277 1,189
Marathi 1,209 1,259

Table 3: Train corpora after augmentation

The distribution of labels in the train and dev
splits are shown in Table 1 and Table 2. From
looking at the balance of classes in the train dataset,
it is inferred that the Homophobia and Transphobia
classes are highly imbalanced, especially for Hindi,
English, Tamil, Malayalam, Marathi and Spanish.

3.1 Handling Class Imbalance

To provide a balance between the classes of the
dataset across all languages, we use a translation
strategy where we take the positive samples from
Kannada, Gujarati and Telugu and translate them
into each of our target languages i.e., Hindi, En-
glish, Tamil, Malayalam, Marathi and Spanish.
This is done for both Homophobia and Transpho-
bia classes. We used the googletrans? library in
Python for the translation process. The distribution
of the modified dataset is shown in Table 3.

3.2 Ensemble of Transformer Models

For this classification task, we propose an ensem-
ble of three of the most popular multilingual trans-
former models built on top of the BERT architec-
ture, as described below:

* mBERT: Multilingual BERT (mBERT)
(Devlin et al, 2018) is a pre-trained
model which is trained using data be-
longing to 104 languages. We used
the bert-base-multilingual-case® pre-
trained model.

* MuRIL: Multilingual Representations for
Indian Languages (MuRIL) (Khanuja et al.,
2021) is a BERT-based model that has been

“https://pypi.org/project/googletrans/
3https://huggingface.co/bert-base-multilingual-cased
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Figure 1: System Architecture

pre-trained on 16 Indian languages. We used
the google/muril-base-cased* model. We
removed the MuRIL layer while fine-tuning
for the Spanish language condition, given the
fact that MuRIL is pre-trained on Indic Lan-
guages specifically.

e XLMRoBERTa: XLMRoBERTa (Conneau
et al., 2019) is a cross-linguistic pre-trained
linguistic model built by Meta. We used the
x1m-roberta-base® model.

These models are used with the help of the Hug-
gingFace library © for transformer models.

Figure 1 depicts our system, where the train
dataset is first tokenized and fed to its correspond-
ing transformer model. The hidden state represen-
tation obtained from each of the three models is
concatenated and fed as input to a simple classi-
fication head consisting of a feed-forward neural
network which outputs the predicted class.

We fine-tune the ensemble model on the Google
Colab GPU on the train dataset for each language
task. We train each language model for 3 epochs
using Binary Cross Entropy as the loss function and

“https://huggingface.co/google/muril-base-cased
Shttps://huggingface.co/xIm-roberta-base
Shttps://huggingface.co/

AdamW (Loshchilov and Hutter, 2017) as the opti-
mizer. We kept the learning rate at 2e-5. The fine-
tuned model then generated the predicted classes
for test data in each language, which was submitted
for evaluation.

4 Results and Discussions

The results obtained for each language task are
given in Table 4. This shows the final average
macro F1 score obtained for each language on the
test dataset as shared by the organizers. The best
results were seen in the case of Spanish and Tulu
where we achieved a rank of 1. In the Telugu lan-
guage task, our system ranked second with an av-
erage macro F1 score of 0.960 which also was the
overall best average macro F1 score across all lan-
guages for our system. This can be explained by
Telugu having the best class distribution across all
languages. Even though we used translation as
a data augmentation strategy, it does not ensure
that all the linguistic features of the source text are
retained in the target text. Our system performs
well with Marathi and Gujarati as well, ranking
third with average macro F1 scores of 0.488 and
0.960 respectively. For the rest of the languages
we see varying performance with Tamil ranking
fourth with an average macro F1 score of 0.746
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Language Average Macro F1 Rank
Tulu 0.707 1
Spanish 0.582 1
Telugu 0.960 2
Gujarati 0.960 3
Marathi 0.488 3
Tamil 0.746 4
Hindi 0.325 5
Kannada 0.935 5
English 0.407 6
Malayalam 0.744 8

Table 4: Results showing the average macro F1 score

and Hindi and Kannada ranking fifth with an av-
erage macro F1 score of 0.325 and 0.935. For
English and Malayalam the performance was not at
par with the other languages with ranks 6 and 8 and
average macro F1 scores 0.407 and 0.744 respec-
tively. There is a direct link between the average
macro F1 score and the distribution of classes in
the train dataset, even after data augmentation. The
translation schemes, while improving the diversity
of the dataset to a certain extent, do not guaran-
tee an improvement in the quality of the dataset.
Languages like Hindi and English that had the poor-
est class balance in the train dataset also resulted
in the poorest average macro F1 scores of 0.325
and 0.407 on the test dataset. For the languages
having a more diverse distribution like Telugu and
Gujarati, we also see a higher average macro F1
score. Results for Tulu are also impressive con-
sidering that none of the pre-trained BERT models
were trained on corpora containing text data in Tulu.
However, given the linguistic and phonetic similar-
ities between Tulu, Kannada and Malayalam, the
ensemble model was able to capture the features
of this language to a certain extent, resulting in an
average macro F1 score of 0.707, ranking first.

5 Conclusions and Future Work

Our submission for the shared task on Homopho-
bia and Transphobia detection in social media com-
ments demonstrates how pre-trained language mod-
els (PLMs) specifically those built on a BERT-
based architecture can be effectively used in the
case of text classification. Our ensemble model
consisting of mBERT, MuRIL and XLMRoBERTa,
has shown consistent results by achieving the top
three ranks for 5 language tasks, ranking first for
Spanish and the under-resourced language Tulu.

We have been able to achieve average macro F1
scores of 0.707, 0.582, 0.960, 0.960, 0.488, 0.746,
0.325, 0.935, 0.407 and 0.744 for Tulu, Spanish,
Telugu, Gujarati, Marathi, Tamil, Hindi, Kannada,
English and Malayalam respectively. In the future,
we would like to experiment with the following
aspects in further detail :

* Better data augmentation strategies: Sim-
ple translation from one language to another
does not consider the linguistic nuances of
these languages, which is required to build a
diverse and high-quality dataset. We would
like to experiment with more sophisticated,
language-dependent data augmentation strate-
gies.

¢ Attention mechanisms: Addition of atten-
tion modules to the ensemble model to further
capture complex positional dependencies in
multilingual code-mixed data.

6 Limitations

The data presented in the shared task comprised
10 different languages, each with its own linguistic
and cultural nuance, and we recognise that bringing
forth a common end-to-end approach for text classi-
fication may miss some of these nuances. However,
the system we presented stands a baseline which
can easily be extended to include language and
context specific modules before training.
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