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Abstract

The widespread use of online communication
has caused a significant increase in the spread
of hate speech on social media. However, there
are also hate crimes based on caste and migra-
tion status. Despite several nations efforts to
bring equality among their citizens, numerous
crimes occur just based on caste. Migration-
based hostility happens both in India and in
developed countries. A shared task was ar-
ranged to address this issue in a low-resourced
language such as Tamil. This paper aims to
improve the detection of hate speech and hos-
tility based on caste and migration status on
social media. To achieve this, this work inves-
tigated several Machine Learning (ML), Deep
Learning (DL), and transformer-based mod-
els, including M-BERT, XLM-R, and Tamil
BERT. Experimental results revealed the high-
est macro fi-score of 0.80 using the M-BERT
model, which enabled us to rank 3" on the
shared task.

1 Introduction

The advent of social media has reshaped the con-
tours of communication, enabling individuals to
share their thoughts and interact with a global au-
dience instantaneously. While this has led to the
democratization of information exchange, it has
also given rise to an insidious byproduct of hate
speech and hostility (Sharif et al., 2021). Hate
speech, mainly rooted in caste discrimination and
migration bias, is a pervasive element in online dis-
course, highlighting societal prejudices and perpet-
uating exclusion and animosity. In several nations,
caste discrimination remains a persistent issue de-
spite the country’s legal strides toward equality
(Bhatt et al., 2022). The caste system, an ancient
social hierarchy, continues to influence individual
and collective identities and relationships, often
manifesting in the form of hate speech that tar-
gets marginalized communities (Sajlan, 2021). The
repercussions of such expressions are not confined

to the digital realm; they spill over into the real
world, reinforcing social divisions and impeding
efforts to establish a more equitable society.

The issue of migration discrimination is sim-
ilarly problematic, affecting nations worldwide
(Chulvi et al., 2023). As people migrate across bor-
ders in search of better opportunities or refuge, they
often face hostile attitudes and vilification on social
media, contributing to xenophobia and nationalism,
fostering fear and suspicion, and leading to divi-
sive policies. Thus, addressing these forms of hate
speech is crucial, and computational linguistics can
help us identify them effectively (Paasch-Colberg
et al., 2021).

The goal of this study is to develop a system ca-
pable of discerning caste and migration hate speech
from non-caste and migration hate speech. The pri-
mary accomplishments include:

e Examined various ML, DL, and transformer-
based models to detect caste and migration
hate speech in Tamil social media, analyzing
errors for deeper insights.

* Presented a suitable transformer-based model
(M-BERT) tuned with task dataset to clas-
sify Tamil text into caste and migration hate
speech (CMHS) and not caste and migration
hate speech (NCMHS).

2 Related Work

Social media and blogging platforms offer a plat-
form for individual expression, but they can also
promote antisocial conduct, such as hate speech
and cyberbullying (Hossain et al., 2023). A shared
task was conducted (Basile et al., 2019) to detect
multilingual hate speech against immigrants and
women on Twitter. Almatarneh et al. (2019) used
TF-IDF and Lexicon to identify hate speech against
migrants and women in English and Spanish tweets,
achieving f1 scores of 0.36 and 0.54, respectively.
Romero-Vega et al. (2021) addressed xenophobic
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hate speech in Spanish tweets about Venezuelan
migrants in Ecuador, with the SVM model showing
the highest performance f;-score of 0.98. Farooqi
et al. (2021) addressed hate speech in social me-
dia, emphasizing the need to consider conversation
context; their system achieved the highest macro
f1-score of 0.7253 leveraging neural networks and
the ensemble of Indic-BERT, XLM-RoBERTa, and
Multilingual BERT. A recent study Bhimani et al.
(2021) utilized NLP and ML techniques to analyze
hate speech on social media, considering aspects
such as caste and religion, and gained 96.29% ac-
curacy using Logistic Regression (LR). Sachdeva
et al. (2021) addressed the issue of hate speech on
social media, underscoring the pressing demand
for automated approaches in light of the increas-
ing spread of biased content. They achieved an fi-
score of 0.84 by using the Random Forest (RF) clas-
sifier. Dhanya and Balakrishnan (2021) surveyed
hate speech detection in Asian languages, focusing
on developing an automated system for Malayalam,
addressing negativity related to societal factors
with varying dataset sizes. Hossain et al. (2022)
identified abusive comments from Tamil texts using
LR and achieved a f;-score score of 0.39. Sharif
and Hoque (2021) addressed aggressive content on
social media, especially in regional languages like
Bengali, proposing an ensemble classifier trained
on 10,095 annotated texts. Using CNN, BiLSTM,
and GRU with diverse embeddings and ensemble
strategies, their framework achieved the highest
coarse-grained f1-score of 0.89 and fine-grained
weighted fi-score of 0.84 on the dataset. Despite
extensive research in natural language processing,
there is a lack of studies on detecting hate speech
related to caste and migration.

3 Task and Dataset Description

Due to the complexity of code-mixed data in social
media texts, it is challenging for systems trained
on monolingual data to classify. This task aims to
implement a system to identify hate speech related
to caste and migration. In order to detect caste and
migration hate speech from text data, task orga-
nizers' developed a code-mixed (Tamil-Engilsh)
corpus. To develop such a system, we analyzed
the corpus given by the task organizers (Rajiakodi
etal., 2024). Table 1 shows the number of instances
for each class in training, validation, and test sets.
Datasets are imbalanced, where the number of in-

1https ://sites.google.com/view/1t-edi-2024/

stances in the NCMHS class is higher compared to
the CMHS class.

Classes Train Valid Test Total Words
NCMHS 3,303 594 973 58,029
CMHS 2,052 351 602 36,654
Total 5,355 945 1,575 94,683

Table 1: Class-wise distribution of train, validation, and
test set for the Tamil language

The corpus is split into training (5,355 texts),
validation (945 texts), and test (1,575 texts) sets.
The task involves a binary classification problem
to identify caste and migration hate speech from
the corpus. The classes are caste and migration
hate speech (CMHS), containing 4,870 texts, and
not caste and migration hate speech (NCMHS),
containing 3,005 texts.

We analyzed the dataset in further detail concern-
ing sentence length. Figure 1 displays the dataset’s
length-frequency distribution. According to the
length-frequency distribution study, a few text sam-
ples had text lengths of more than 100 words. As a
result, the maximum sentence length for this work
was 100 words. The average sentence length is 18,
with one word as the minimum.
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Figure 1: Distribution of sentences frequency in terms
length

4 Methodology

Various ML and DL techniques are used for the
baseline evaluation with appropriate feature extrac-
tion techniques. Moreover, a few transformer mod-
els, such as m-BERT, XLLM-R, and Tamil-BERT,
are examined. Figure 2 depicts a schematic rep-
resentation of the overall system and employed
techniques to tackle the task.

Data Preparation: The corpus text contains un-
necessary symbols, punctuation, and letters. Thus,
the data in the corpus undergoes a cleaning proce-
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Figure 2: Abstract process of caste and migration hate
speech detection in Tamil

dure before system development. This stage pre-
pared a cleaned dataset for the language by remov-
ing unnecessary letters, symbols, punctuation, and
numbers from the texts. We used this pre-processed
data as input for the ML and DL-based models.
For transformer-based models, this work used the
raw data as input. Additionally, class weighting
addresses class imbalance during the model’s train-
ing.

Textual Feature Extraction: Feature extraction
methods are necessary for training classifier mod-
els, as ML and DL algorithms cannot learn from
raw texts. The TF-IDF technique (Takenobu, 1994)
is applied to extract the features for ML models. On
the other hand, fastText embeddings (Grave et al.,
2018) are used as feature extraction techniques for
DL models.

4.1 Classifiers

Six ML, three DL, and three transformer-based
models are exploited to classify hate speech in
Tamil.

ML-based Classifiers: The suggested system
starts with traditional ML approaches such as LR,
RFE, SGD, and SVM to establish the caste and
migration-related hate speech detection system. We
chose ‘linear’ SVM with C' = 10 and RF. The en-
semble approach is built using LR in addition to
SVM, Gradient Boosting, and RF. The ensemble
method employs the majority voting and stacking
techniques. For SGD models, we used the ‘log’
loss function.

DL-based Classifiers: DL techniques consis-
tently outperformed traditional ML methods. This
work uses BiLSTM, Attention, and BiLSTM-CNN
to classify hate speech. A 200-cell bidirectional
LSTM with 0.2 dropout captures states. The
sigmoid function predicts output, and the atten-
tion mechanism highlights keywords. The BiL-
STM+Attention includes a 20-neuron layer, and
CNN+BiLSTM uses 1D convolutional layer (128
filters, kernel 3), bidirectional LSTM (256 units,
0.3 dropouts), and embedding (128). Flattening
and dense layers conclude with sigmoid activation
for classification. In this work, we used optuna
(Akiba et al., 2019) for finding the optimal hyper-
parameters.

Transformer-based Classifiers: Transformers
have grown in popularity in recent years due to
their exceptional performance in nearly every NLP
domain. As the given dataset consists of code-
mixed texts, we choose three transformers such
as M-BERT (Devlin et al., 2018), XLM-R (Con-
neau et al., 2019), and Tamil-BERT (Joshi, 2022)
to develop our models. A self-supervised cross-
lingual understanding training method called XLM-
R is beneficial for low-resourced languages. The
transformer model m-BERT, on the other hand,
has been pre-trained in more than 104 languages.
Tamil-BERT is a type of BERT designed explic-
itly for the Tamil language. It is trained on a large
corpus of Tamil text to improve monolingual un-
derstanding and natural language processing tasks
for Tamil speakers. These models were extracted
from the Huggingface? transformer library and fine-
tuned on our dataset with the Ktrain (Maiya, 2022)
package. To fine-tune those models, we used the
“fit_onecycle’ method with a learning rate of 2¢ 5.
All the models have trained up to 15 epochs, with
batch size 12.

5 Results and Analysis

Table 2 demonstrates the performance of the vari-
ous methods employed on the test set. The models
dominance is determined by the macro f;-score.
On the other hand, we closely monitor the other
metrics, including macro recall (R) and macro
precision (P) scores. These additional measures
comprehensively evaluate the models performance
across different aspects.

The results showed that the LR and SVM models
obtained a macro fi-score of 0.75. When trained

2ht’cps: //huggingface.co/
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Methods Classifiers P R MF1
LR 0.7489 0.7308 0.7531
SVM 0.7512 0.7248 0.7509
ML Models g g 0.7439  0.7908 0.7589
XGB 0.6337 0.6892 0.6309
SGD 0.7143 0.7798 0.7275
Ensemble 0.7931 0.7452 0.7629
BiLSTM 0.7473 0.7429 0.7490
DL Models  BiLSTM + Attention | 0.6952 0.6438 0.6418
BiLSTM + CNN 0.7671 0.7342 0.7409
M-BERT 0.7823 0.8246 0.8049
Transformer XLM-R 0.7598 0.7647 0.7638
Tamil BERT 0.7794 0.7849 0.7847

Table 2: Performance of various models on the test set. The acronyms P, R, and MF1 denote Precision, Recall, and

macro f1-score.

on fastText feature vectors, the BiLSTM approach
yielded a macro f;-score of 0.74. Deep learning-
based models obtained comparatively worse re-
sults than the ML-based models. The small size
of the training data maybe the reason behind this.
Transformer-based models outperformed all other
models. M-BERT obtained the best performance,
macro fi-score of 0.80.

5.1 Error Analysis

We performed an in-depth error analysis to get in-
sights into the best-performed model (M-BERT)
performance using quantitative and qualitative anal-
ysis.

5.1.1 Quantitative Analysis

Table 2 shows that M-BERT is the best-performing
model for detecting hate speech related to caste
and migration in the given dataset. The confusion
matrix (Figure 3) of the best-performing model
shows that a total 1,211 number of labels were
classified correctly.

Misclassified hate/Non-hate labels totaled 301,
with 169 NCMHS and 132 CMHS texts. This
is likely due to data imbalance and the dataset’s
diverse languages (English, Tamil, code-mixed,
and code-switched), hindering the models pattern
recognition. The misclassification hints at nuanced
contextual factors, posing challenges in differenti-
ating between hate and non-hate labels.

5.1.2 Qualitative Analysis

Figure 4 illustrates a few predicted outcomes by
the best model on the test dataset. Samples 2 and 3

Confusion Matrix

True labels
NCIHS

CIHS
'

!
NCIHS CIHS

Predicted labels

Figure 3: Confusion matrix of the best-performed model
(M-BERT) for the task

are among those that have been classified correctly.

Sample 1 is incorrectly classified as caste and
migration hate speech, whereas sample 4 is classi-
fied wrongly as not caste and migration hate speech.
These are just two examples of situations where the
model misclassified data. This misclassification
may have happened due to the imbalanced nature
of the dataset. Additionally, the model needed help
to classify the text because the corpus contained
code-mixed data. These subtleties emphasize the
value of qualitative analysis in figuring out how the
model functions in certain situations.

Limitations

This study evaluated various transformers, ML, and
DL models where M-BERT showed promising per-
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Sample Sentences True Label - Predicted Label

Sample 1: 5 e a8 Gw sdpar grar
Tampstandsagamst Tamilians NCHS  CIKS

Sample 2: auguar wngelin a0 am elrL® (L BFEILET )
He st siapped 2nd then tan away (North ndan) BLELE

Sample 3: rusatls a6 ReTnTE AGEEDS. LTsunnEms

an e @53 Bl e'ﬁmgsﬁ\s’u O A, NOKS MGG
Your Hindi s gad. 1f you close the TasMac, tis siuation will

change seon

Sample 4: Ugis Uglsn el soaaie Bamblrmains urh
mh? CHS  NCIHS
Even I'm a leader, Who are you?

Sample 5: 5d\02uE &10,067 Fne aEIT SLEGTLL GG La

50U 2 HE N GERDE 200 g sl nsssT

QUM (P NCIHS  CIHS
Tamil is against Tamil Nadu itself, How will Tamil people live if

many blacks are prasent there?

Figure 4: Some predicted outcomes by the best-
performed model

formance detecting hate speech in Tamil. Howeyver,
it struggled to detect caste and migration hatred due
to limited training data. The dataset included social
media content featuring regional dialects and poor
grammar, posing challenges for identifying hate
classes. Additionally, ambiguous statements and
context gaps may affect the models performance.
Enhanced methods for collecting nuanced gram-
mar details could improve the performance of the
current implementation.

6 Conclusion

This work explored several ML, DL, and
transformer-based techniques and analyzed their
performance in detecting caste and migration hate
speech in Tamil. Experimental assessment of the
test dataset revealed that the M-BERT model is the
best performing model for detecting hate speech in
Tamil and outperformed all models by obtaining
the highest macro f;-score (0.80). Surprisingly, the
BiLSTM + Attention model performed poorly com-
pared other ML and transformer models. These in-
ferior results might occur because of the prevalence
of local words, which still need to be discovered
in the model. The future work includes adding
more data in the respective classes to make a bal-
anced dataset and investigating more sophisticated
techniques such as MuRIL and GPT for improved
performance.
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