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Abstract

This paper presents our submission for the
shared task on Caste and Migration Hate
Speech Detection: LT-EDI@EACL 20241.
This text classification task aims to foster the
creation of models capable of identifying hate
speech related to caste and migration. The
dataset comprises social media comments, and
the goal is to categorize them into negative and
positive sentiments. Our approach explores
back-translation for data augmentation to ad-
dress sparse datasets in low-resource Dravidian
languages. While Part-of-Speech (POS) tag-
ging is valuable in natural language process-
ing, our work highlights its ineffectiveness in
Dravidian languages, with model performance
drastically reducing from 0.73 to 0.67 on ap-
plication. In analyzing boosting and ensemble
methods, the voting classifier with traditional
models outperforms others and the boosting
techniques, underscoring the efficacy of sim-
pler models on low-resource data despite aug-
mentation.

1 Introduction

The deep-seated phenomenon of caste discrimina-
tion in India has endured over time, with recent
advancements reflecting breakthroughs in challeng-
ing these deeply ingrained biases. Despite contem-
porary endeavors to disentangle from the shackles
of caste-based prejudices, the phenomenon still
persists, exerting influence on diverse facets of in-
dividual lives (Vaid, 2014).

In the era of expanding social media plat-
forms, marked by attributes like user anonymity,
widespread accessibility, and the fostering of on-
line communities and discourse, the identification
and surveillance of hate speech rooted in caste dis-
crimination pose a significant societal challenge.
While machine learning models for hate speech de-
tection have made significant strides in the Western

1https://codalab.lisn.upsaclay.fr/
competitions/16089

context, (Corazza et al., 2020) there is a glaring
gap when it comes to adapting these models to the
nuanced dynamics of casteism in India. Casteism,
a concept uniquely embedded in the social fabric
of South Asian communities, introduces complex-
ities that are not adequately addressed by current
research and detection mechanisms. Unlike hate
speech patterns prevalent in the West, caste-based
discrimination in India operates within a distinct
socio-cultural context, marked by intricate layers
of subtext and nuanced contextual variations (Jahan
and Oussalah, 2023).

The dearth of research tailored to this phe-
nomenon unique to the Indian subcontinent hinders
the effectiveness of existing models in capturing
the intricacies of this societal issue, especially in
the sphere of social media. It is crucial to acknowl-
edge that the linguistic, cultural, and historical di-
mensions of casteism necessitate a more nuanced
approach to hate speech detection, one that tran-
scends the limitations of generic models designed
for Western contexts (Sambasivan et al., 2021).

Our paper is structured as follows - Section 2
explores other publications pertaining to text clas-
sification tasks in low resource languages, Section
3 provides an analysis of the distribution of the
dataset, Section 4 highlights the methodology un-
dertaken for our proposed model and Section 5
analyses the performance metrics of the solutions
and provides a conclusion.

2 Related Work

Though work has been done in text classification
for low-resource languages in the recent past, it is
apparent that the lack of annotated datasets has con-
tinually limited the scope of research in the field,
with (Rajiakodi et al., 2024) making notable strides
in this regard. This inherent drawback has severely
affected the applications of widely adopted meth-
ods, including POS tagging, on morphological
learning in Dravidian languages (Moeller et al.,
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2021; Kann et al., 2020). Hence, data augmenta-
tion, with an emphasis on backtracking, poses as
an attractive solution to aid in combating such data
issues (Pingle et al., 2023; Shleifer, 2019).

With respect to classifiers utilised, research has
been focused on transformer and deep learning
models (Roy et al., 2022; Dowlagar and Mamidi,
2021). However, little light has been shed on the
efficacy of ensemble approaches with traditional
machine learning models (Kumar et al., EasyChair,
2021; Nimmi and Janet, 2021), which have proved
to outperform state-of-the-art technology that re-
quires large quantities of annotated data (Jauhi-
ainen et al., 2021), a vision that remains to elude
research in Dravidian languages.

3 Dataset Analysis

The labels given for the data were “Caste/Migration
Hate Speech” and “Non-Caste/Migration Hate
Speech”. The data distribution is provided below
in Table 1.

Category Count
Non - Caste/ Migration Hate Speech 3,303
Caste/ Migration Hate Speech 2,052

Table 1: Data distribution

Notably, there exists a significant imbalance in
the distribution of labels. This disparity may poten-
tially hinder the implementation of our models. To
rectify this imbalance and enhance the operational
efficiency of our model, we implemented data aug-
mentation on the datasets. Further details on this
process will be elaborated in-depth in Section 4.

4 Methodology

4.1 Data Augmentation

Back translation stands as a data augmentation
method employed in natural language processing
to expand datasets. This technique involves trans-
lating a given text into another language and then
back to the original language, introducing diversity
and variability into the dataset.

In our proposed model, the text data was trans-
lated to English, and then translated back into Tamil
as seen in Figure 1. The language was detected
through the LanguageIdentifier model which is
adept at discerning the language of the text, in
our case, Tanglish or Romanized Tamil. This is
done by computing the count of Tamil accented

vowels and consonants, surpassing a predefined
threshold to ascertain the text’s manifestation in
Romanized Tamil form. Once the source language
was detected, the text was translated into the identi-
fied destination language and back into the original
language. This translation was executed using the
Googletrans library which implements the Google
Ajax API2. This allowed the creation of texts that
remained semantically congruent, yet diverged dis-
cernibly from its original form.

Figure 1: Augmentation of data using backtranslation

By creating new instances of text with similar
meanings but different linguistic expressions, back
translation significantly increases dataset size as
seen in Table 2. The process aims to preserve se-
mantic meaning while varying the phrasing, word
choice, and sentence structure. This augmented
dataset with diverse linguistic patterns should theo-
retically contribute to more robust model training,
mitigating overfitting risks, and ultimately enhanc-
ing the performance of natural language processing
models.

Category Count
Non - Caste/ Migration Hate Speech 4,121
Caste/ Migration Hate Speech 2,834

Table 2: Data distribution after augmentation

4.2 Preprocessing

The maximization of model efficiency and the in-
fluence on performance metrics hinge significantly
on data preprocessing. This fundamental process
involves several key steps. Initially, the conversion

2https://support.google.com/code/
topic/10021
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of text to lowercase and the expansion of contrac-
tions promote a uniform analytical approach. Sub-
sequently, stemming reduces words to their root
form, aiding tasks such as sentiment analysis by
consolidating related words. Following this, the re-
moval of stop words expedites processing. Lastly,
the removal of special characters, symbols, and
emojis streamlines the text, reducing the volume
for subsequent model processing.

4.3 Feature Extraction
TF-IDF, or Term Frequency-Inverse Document Fre-
quency, is a technique for creating features from
text data by measuring the importance of words
in a collection of documents. It assigns higher
importance to words exclusive to a small set of
documents. The TF-IDF vectorizer matches each
feature to a numerical value calculated from its TF-
IDF score, obtained by multiplying term frequency
and inverse document frequency.

4.4 POS Tagging
Linguistically, words can be categorized into var-
ious parts of speech based on their grammatical
attributes. Part-of-Speech (POS) tagging is the pro-
cess of assigning specific word classes to individual
words in a given text. These designated tags play a
crucial role in enabling models to discern the sig-
nificance of different elements of speech within the
provided text, thereby enhancing the model’s abil-
ity to identify and comprehend the key components
of speech.

4.5 XG Boost
XGBoost, a gradient boosting technique that par-
ticularly excels in the realm of structured data, em-
ploys parallel tree boosting to achieve heightened
efficiency. Utilizing the weighted quantile sketch
algorithm, XGBoost addresses datasets with a sub-
stantial number of zero values. The algorithm, rec-
ognized for its scalability, implements boosting as
the process of minimizing a convex loss function
within a convex set of functions. Regularization,
incorporating both L1 and L2 regularization tech-
niques, mitigates the risk of overfitting, while the
parallel tree approach facilitates seamless scalabil-
ity on clusters, reducing memory usage.

4.6 Adaptive Boosting
Adaptive Boosting (AdaBoost) strategically amal-
gamates multiple weak classifiers to construct a
robust classifier. Employing a greedy algorithm,

AdaBoost optimizes weights for each weak clas-
sifier and utilizes decision stumps to amalgamate
decisions from individual classifiers. Each weak
learner corresponds to a vector in an n-dimensional
space, with the objective of reaching a target point
where the loss function is minimized. The training
process assigns weights to samples, equating to
the error on the sample at the iteration point. The
overarching goal is to systematically diminish the
training error for the weak classifiers.

4.7 Voting Classifier
A Voting Classifier is an ensemble learning method
that combines predictions from multiple individual
models to make a final prediction as shown in Fig-
ure 2. It aggregates the outcomes through methods
like majority voting (Hard Voting) or averaging pre-
dicted probabilities (Soft Voting). In Hard Voting,
the final prediction is determined by the majority
of individual classifier predictions, while in Soft
Voting, the average predicted probabilities across
all classifiers contribute to the final decision. These
approaches aim to enhance overall model perfor-
mance by leveraging the strengths of diverse base
classifiers (Bartlett et al., 1998).

Figure 2: Structure of Voting Classifier

In this study, the ensemble approach employed
soft voting, as it capitalises on the complementary
strengths of the individual models, allowing for a
more nuanced and robust decision-making process.
Our preliminary analysis focused on identifying tra-
ditional models that boasted superior performance
characteristics. After extensive experimentation,
we determined that the optimal classifiers were Sup-
port Vector Machine, Random Forest, and Multi-
nomial Naive Bayes. Each of these classifiers was
incorporated into a separate pipeline along with
the TfidfVectorizer. This approach ensured that the
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text data underwent consistent processing across
all models, ensuring consistency in the ensemble
predictions.

5 Results and Analysis

The impact of the POS tagging was elementally val-
idated by juxtaposing the performance of the SVM
classifier. Analysis found that the macro-average
F1 score of the model significantly decreased with
the implementation of POS tagging from 0.73 to
0.67. This could be attributed to the morphosyn-
tactic intricacies of Dravidian languages. This dis-
crepancy stems from the profound dissimilarity in
grammatical structures and semantics inherent to
Dravidian languages, diverging significantly from
the syntactic patterns prevalent in the Latin alpha-
bet. Nonetheless, POS tagging heavily relies on
annotated corpora for discerning patterns and rela-
tionships between words and their corresponding
POS tags.

Hence, the model’s ability to generalise ef-
fectively could be hindered due to the limited
dataset, lack of grammar and semantic standardi-
sation paired with the significant number of out-
of-vocabulary words that may not be adequately
covered in training data.

The augmentation of data, ostensibly believed to
augment the efficacy of the model, yielded only a
marginal enhancement in model performance, man-
ifesting as a modest 1-2 percent improvement. Our
hypothesis posits that the inherent simplicity of
the operative models acts as a constraining factor,
impeding their capacity to effectively leverage the
augmented dataset. Nonetheless, despite marginal
improvements, the augmented dataset was system-
atically employed for subsequent exploration and
analysis.

Model Dataset Augmented Dataset
XGBoost 0.49 0.50
Voting Classifier 0.75 0.77
AdaBoost 0.56 0.58

Table 3: Macro-average F1- score of the proposed
system using prior to and post data augmentation

The evaluation of the task is done based on the
following performance metrics: Precision, Recall
and macro-average F1- score.

Model Precision Recall F1-Score
XGBoost 0.67 0.55 0.50
Voting Classifier 0.81 0.76 0.77
AdaBoost 0.63 0.59 0.58

Table 4: Performance of the proposed system using
development data in Tamil code-mixed text

With regard to the models implemented, the
superior performance of the voting classifier im-
plies that the ensemble of traditional ML mod-
els, when combined through voting, leverages the
strengths of individual models and mitigates their
weaknesses.

Additionally, the AdaBoost classifier outper-
formed the XGBoost which may be due to the fact
that AdaBoost builds a sequence of weak learners,
adjusting their importance based on the errors of
the previous learners; thereby enabling advanta-
geous outcomes with low-resource languages due
to its interpretability and simplicity. On the other
hand, XGBoost uses a more complex and sophisti-
cated algorithm that includes regularisation terms,
parallel computation, and tree-pruning strategies.

6 Conclusion

Our approach aimed to leverage data augmenta-
tion through back translation to address the issue
of sparse datasets in low-resource Dravidian lan-
guages. However, the implementation did not yield
signifcant improvements in model performance.

Tangentially, Part-of-Speech (POS) tagging is
exceptionally valuable in natural language process-
ing, providing crucial insights into the grammatical
structure of sentences, enabling accurate syntac-
tic analysis, and facilitating downstream tasks like
sentiment analysis and machine translation. De-
spite having such crucial applications, POS tagging
remains ineffective on Dravidian languages, high-
lighting the exigency for nuanced linguistic models
attuned to the unique intricacies of non-Latin script
languages.

On analysis of different boosting and ensemble
methods, the voting classifier incorporating tradi-
tional models proved to outperform the other mod-
els, highlighting the efficacy of simpler models on
low-resource data despite data augmentation. On
probing deeper, it was found that between the XG-
Boost and AdaBoost as well, the simpler of the two
models proved to perform significantly better.
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