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Abstract

Hate speech refers to the offensive remarks
against a community or individual based on
inherent characteristics. Hate speech against
a community based on their caste and native
are unfortunately prevalent in the society. Espe-
cially with social media platforms being a very
popular tool for communication and sharing
ideas, people post hate speech against caste
or migrants on social medias. The Shared
Task LT-EDI 2024: Caste and Migration Hate
Speech Detection was created with the objec-
tive to create an automatic classification system
that detects and classifies hate speech posted
on social media targeting a community belong-
ing to a particular caste and migrants. Datasets
in Tamil language were provided along with
the shared task. We experimented with several
traditional models such as Naive Bayes, Sup-
port Vector Machine (SVM), Logistic Regres-
sion, Random Forest Classifier and Decision
Tree Classifier out of which Support Vector Ma-
chine yielded the best results placing us 8th in
the rank list released by the organizers.

1 Introduction

Hate is a very strong emotion or feeling of not lik-
ing someone or something. Hate expresses intense
hostility towards others. Hate speech reflecting the
same, refers to the offensive remarks or comments
uttered by a person targeting a community or an
individual person. Hate speeches are often uttered
based on the target’s inherent characteristics such
as race, ethnicity, religion or gender.

In recent days, it can be said that social media
platforms have enormously changed the way peo-
ple communicate with one another (O’Keeffe et al.,
2011). Social media can be seen as an immensely
great tool for people to share their thoughts and
ideas with the world. This has allowed the people
to voice out their opinions broadening their free-
dom of speech. While this can benefit people a lot,
it also comes with its own disadvantages.
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Social media platforms are a place where indi-
viduals voice out their opinions, but there are also
people who spread hate against a community or
individual. We see hate speeches being posted in
social media platforms very often (Mondal et al.,
2017). Hate speeches targeting a particular com-
munity based on their caste and native place are
prevalent in social media.

Hate speech inflicts immediate harm on its vic-
tims and also contributes to discrimination against
the targeted community or individual. These sort
of hate comments against a caste or migrants must
be obliterated from the society. With social media
platforms being an inevitable and popular tool in
the modern society, it becomes imperative to mod-
erate the hate speech posts. It is essential for a
more positive and inclusive society.

Sentiment analysis, also known as opinion min-
ing can be employed to detect and moderate the
hate comments prevailing on social media plat-
forms. Sentiment analysis is the process of de-
termining the emotional tone that a digital text
manifests (Taboada, 2016). Textual data can be
analyzed and determined if the text expresses a
positive, negative or neutral sentiment. Sentiment
analysis is an immensely powerful tool to automate
the process of detecting caste and migration hate
speech on social media by analyzing the sentiment
or emotion that the text manifests. Sentiment anal-
ysis can be carried out by supervised learning in
case of availability to a well labelled and quality
training data. In situations where one has no access
to training data, unsupervised learning can also be
utilized to perform sentiment analysis (Schouten
et al., 2018).

The Shared Task LT-EDI 2024: Caste and Mi-
gration Hate Speech Detection was created with the
motive to build an automation system that detects
and classifies the text in Tamil language on social
media platforms as caste and migration hate speech
or not. Datasets containing text in Tamil language
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were provided along with the shared task.

This paper is organized as follows: Section 2
encompasses the related works as per the literature
survey; Section 3 is entails information about the
task and data; Section 4 pertains to the methodol-
ogy used to build the classification system; Sec-
tion 5 shows the results and analysis; Section 6
entails the conclusion; Sections 7 and 8 pertains to
the limitaions of the model and the ethics statement
respectively.

2 Related Works

Sentiment analysis is a field in which constant
works and researches are being carried on. They
have many applications on social and e-commerce
platforms.

Rajput et al. (2021) proposed a hate speech de-
tection classifier by replacing or integrating the
word embeddings (fastText(FT), GloVe(GV) or FT
+ GV) with static word BERT embeddings. With
extensive experimental traits it is observed that the
performance of a neural network with static BERT
embeddings is better than that wit FT, GV or FT +
GV.

A large-scale analysis of multilingual hate
speech in 9 languages from 16 different sources
was conducted by Aluru et al. (2020). It was ob-
served that in low resource setting, simple models
such as LASER embedding with logistic regression
performs the best, while in high resource setting
BERT based models perform the best.

HateBERT, a re-trained BERT model was pro-
posed by Caselli et al. (2021) for abusive language
detection in English. The model was trained on
RAL-E, a large-scale dataset of offensive Reddit
comments in English.

Saha et al. (2018) built an automatic hate speech
detection system against women by generating
three types of features from the text: Sentence
Embeddings, TF-IDF vectors and BOW vectors.
These features were then concatenated and fed into
a Logistic Regression model.

Rajalakshmi et al. (2023) experiments several
machine learning models to classify hate speech
in Tamil texts. Several models including BERT,
XLM-RoBERTa, IndicBERT, mBERT, TaMillion
and MuRIL were experimented. It was observed
that the highest performance was achieved by a
combination of stemming the text data, embed-
ding it with MuRIL and using a majority voting
ensemble as the downstream classifier. Alatawi

et al. (2021) investigates the feasibility of leverag-
ing domain-specific word embedding in Bidirec-
tional LSTM based deep model to automatically
detect/classify hate speech. Furthermore, the use
of the transfer learning language model (BERT) on
hate speech problem as a binary classification task
was investigated.

3 Task and Data Description

The objective of the Shared Task LT-EDI 2024:
Caste and Migration Hate Speech Detection! (Raji-
akodi et al., 2024) is to create an automatic classi-
fication system that detects and classifies whether
a text is caste and migration hate speech or not.
Training and development datasets were provided
in Tamil language. The dataset encompassed two
fields: text and label. The training dataset had
a total of 5,355 records out of which 2,052 were
labelled 1 representing caste and migration hate
speech and 3,303 were labelled O representing non
caste and migration hate speech.
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Figure 1: Data Distribution in Training Dataset

Figure 2: Data Distribution in Development Dataset

"https://codalab.lisn.upsaclay.fr/
competitions/16089
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The development dataset had a total of 945
records out of which 351 were labelled as hate
speech and 594 were labelled as non-hate speech.

4 Methodology

4.1 Data Preprocessing

The given textual cannot be directly fed to the ma-
chine learning model. Data must be well processed
and cleansed in order to yield better results.

1. The given textual data consisted of emoticons
and punctuations which don’t add any meaning to
the text thus contributing nothing to the classifica-
tion process. Therefore, it is important to remove
these emoticons and punctuations before any fur-
ther process.

2. As most of the embedding systems available
work better on English on text than regional lan-
guages, the given text which is in Tamil is trans-
lated to English using googleTrans? library. Trans-
lating the text to English increases the accuracy of
our classification system.

3. Stop words are redundant words present in a
text that don’t contribute any emotion for sentiment
analysis. These stop words are eliminated from the

2https ://pypi.org/project/googletrans/

Multinomial Naive Bayes

Logistic Regression

given text using the NLTK? library. Removing
these stop words decreases the dataset size and
hence the training time of the model also decreases.

4.2 Feature Extraction

Feature extraction is the process of converting raw
digital text into vectors containing numerical inputs.
As machine learning models cannot work on tex-
tual data, texts have to be converted into numerical
vectors suitable for the model to work with.

We have employed Term Frequency-Inverse
Document Frequency (TF-IDF) vectorizer from
the scikit learn library to extract features from the
translated English text. Term Frequency refers
to the frequency of a term appearing in a partic-
ular document while Inverse Document Frequency
refers to the measure of how common a term is in
the entire corpus of documents. TF-IDF value of a
term is defined as the product of its Term Frequency
and Inverse Document Frequency.

4.3 Classification using ML Models

We employed several traditional models such as Lo-
gistic Regression, Support Vector Machine (SVM),
Random Forest Classifier, Decision Tree Classifier

3https: //www.nltk.org/
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1.0 — Training data (AUROC = 0.748) 1.0
Development data (AUROC = 0.614)

0.8 1 0.8

o
o
L

0.6

o
>

0.4 4

True Positive Rate
True Positive Rate

0.24 0.2 1

0.04

—— Training data (AUROC = 0.794)
0.0 4 Development data (AUROC = 0.649) 0.0 4

1.0+

0.8 q

e
o
L

14
kS
L

True Positive Rate

0.2

—— Training data (AUROC = 0.997)
Development data (AUROC = 0.750)

0.0 0.2 0.4 0.6 0.8 10 0.0 0.2
Fasle Positive Rate

Decision Tree

Fasle Positive Rate

0.6 0.8 1.0 0.0 0.2 0.4 0.6 0.8 1.0
Fasle Positive Rate

Support Vector Machine (Most Optimum)

1.0 10
0.8 0.8 1
= =
Z 0.6 2 0.6
© @
= =
g g
<] <]
& &
v 049 v 0.4
2 2
= F
0.2 0.2 q
—— Training data (AUROC = 0.997) —— Training data (AUROC = 0.978)
0.0 Development data (AUROC = 0.723) 0.0 Development data (AUROC = 0.726)
T T T T T T T T T T T T
0.0 0.2 0.4 0.6 0.8 10 0.0 0.2 0.4 0.6 0.8 1.0

Fasle Positive Rate

Fasle Positive Rate

Figure 3: Comparison and Analysis of ROC Curves and AUROC scores
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Losistic Support Random Decision Naive

Metric R g; ! ion Vector Forest Tree Clas- B v

CBIESSION  § rachine Classifier sifier ayes
Accuracy 0.72 0.78 0.78 0.73 0.70
Macro Average F1 score  0.65 0.74 0.75 0.71 0.60

Table 1: Comparison of metrics on Development Data

Precision Recall F1-score Support
Non Caste and Migration 076 0.93 0.84 973
Hate Speech
Caste and Migration Hate 082 0.52 0.64 602
Speech
Accuracy 0.77 1,575
Macro Avg 0.79 0.75 0.74 1,575
Weighted Avg 0.78 0.77 0.76 1,575

Table 2: Classification Report for SVM on Test Data

and Naive Bayes on the extracted numerical fea-
tures. After evaluating the metrics of all the mod-
els, Support Vector Machine yielded the highest
accuracy and macro average of F1 score. Support
Vector Machine (SVM) is one of the most popu-
lar supervised machine learning algorithms widely
used for classification tasks as well as regression
tasks. SVM works on finding the best hyperplane
that separates data points of different classes in a
feature space.

5 Result and Analysis

The performance of various traditional models in-
cluding Naive Bayes, Support Vector Machine
(SVM), Random Forest Classifier, Decision Tree
Classifier and Logistic Regression were evaluated
and compared. The Receiver Operating Character-
istic (ROC) curve was plotted and the Area Under
Receiver Operating Characteristic (AUROC) was
calculated for all the models. The ROC curve is
defined as the curve that is plotted against the True
Positive Rate and False Positive Rate of the predic-
tions obtained from a model at varying threshold
levels. The ROC curve is a very useful visual repre-
sentation to analyze and compare the performance
of classification models.

On evaluating the metrics of the models, it is
found that Support Vector Machine (SVM) pro-
duced the best numbers on both training data and
development data. It is to be noted that though
Random Forest Classifier performed very slightly

better than SVM on unseen development data, with
the macro average score on training data being 1.00,
the model is considered overfitted.

On evaluating with the test data given by the or-
ganizers, the SVM model yielded a macro average
F1 score of 0.74. We were ranked 8th in the rank
list released by the organizers.

6 Conclusion

By means of this paper, we experimented several
traditional machine learning models on the features
extracted by the TF-IDF vectorizer. The metrics
and ROC curves of each model were plotted and
analysed to effectively compare the performance
of the models. It was observed that out of all mod-
els, Support Vector Machine (SVM) gave the best
metrics and ROC curve. While this model has
good performance over the other models, it is to be
noted that better results can be obtained by utiliz-
ing neural networks and more complex embedding
systems.

7 Limitations

Thought the TF-IDF vectorizer which was used to
extract the features from was digital text performs
well in most cases, comes with its own inherent
limitations. The TF-IDF vectorizer makes no use
of the semantic relations between words for feature
extraction. Also, feature extraction can be slow
when handling with large vocabularies because it
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computes document similarity directly in the word-
count space.

As the model is built with SVM algorithm, when
trained with immensely large datasets, the SVM
model fails to perform well and also consume a lot
of time and memory for training. The final model
is difficult to understand an interpret as a result
of which small calibrations cannot be done to the
model. Also, a probabilistic interpretation of the
result cannot be produced as the SVM algorithm is
incapable of producing such probabilistic results.

8 Ethics Statement

We ensured that the ACL Code of Ethics* was prac-
ticed throughout the process of working on the
Shared Task. The main notion behind building the
classification system is to make social media plat-
forms a safe and inclusive environment for all com-
munity of people to thrive and exist by detecting
and moderating caste and migration hate speech in
social media platforms. Credits have been given to
all authors whose existing works and ideas has been
referenced or utilized in References section. Data
privacy is a priority in our solution as it does not
provide any access on data to random individuals
or organizations ensuring no leak of information.
The given task was used as an opportunity to
upgrade and enhance our skills while practicing
the principles of professional competence. The
proposed solution abides by the local, regional,
national and international laws and regulations.
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