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Abstract

Speech recognition is known to be a special-
ized application of speech processing. Au-
tomatic speech recognition (ASR) systems
are designed to perform the speech-to-text
task. Although ASR systems have been the
subject of extensive research, they still en-
counter certain challenges when speech vari-
ations arise. The speaker’s age, gender, vul-
nerability, and other factors are the main
causes of the variations in speech. In this
work, we propose a fine-tuned speech recog-
nition model for recognising the spoken
words of vulnerable individuals in Tamil.
This research utilizes a dataset sourced
from the LT-EDI@EACL2024 shared task.
We trained and tested pre-trained ASR
models, including XLS-R and Whisper.
The findings highlight that the fine-tuned
Whisper ASR model surpasses the XLS-
R, achieving a word error rate (WER) of
24.452, signifying its superior performance
in recognizing speech from diverse individ-
uals.
Keywords : Dravidian Languages, Tamil,
Speech Recognition, Vulnerable Speech,
Transformer, Word Error Rate (WER)

1 Introduction

Speech is the most prevalent, clear, and fre-
quently used form of worldwide communica-
tion. Speech processing involves obtaining
valuable information from voice signals, such
as automatic speech recognition (ASR) (Gaik-
wad et al., 2010). The goal of any ASR sys-
tem is to teach computers to understand hu-
man speech and carry out user-defined tasks.
The method of recognizing spoken words from
audio input by applying auditory features is
known as speech recognition. The majority of
voice recognition algorithms have been trained
on languages with abundant resources, like
English, German, Spanish, and so on. With

languages with few resources, such as Tamil,
Kannada, Malayalam, etc., this is not the
case. Despite being one of the most inves-
tigated fields among researchers, speech recog-
nition systems still face issues when it comes to
the conventional learning paradigm (Li et al.,
2022), which can be utilized for both resource-
rich and resource-poor languages. This is still
one of the most unresolved challenges among
the researchers (Nassif et al., 2019). The fun-
damental reason for this is the various natures
of speech, often known as speech variants.

Speech recognition systems face a challenge
when it comes to recognizing variances in
speech. These variations are caused by fac-
tors such as the speaker’s age, gender, and
vulnerability (Kita, 2020) and etc. There have
been a number of studies (Bharathi et al., 2022;
Shivakumar et al., 2016; Shraddha et al., 2022;
Murali Krishna et al., 2019; Bharathi et al.,
2023) that have studied various methods to ad-
dress these issues. These methods include the
development of corpora and the fine-tuning of
pre-trained models, particularly for languages
that have limited resources.

In response, the LT-EDI team gathered a
tagged Tamil speech corpus from elderly and
transgender vulnerable individuals who had ev-
eryday conversations in administrative offices,
banks, and hospitals. Some of these individ-
uals were also vulnerable. Therefore, the vul-
nerability of the speaker is the primary focus.
We propose modifying the Whisper Automatic
Speech Recognition (ASR) model (Radford
et al., 2023) in order to improve speech recog-
nition for those who are vulnerable. In prepa-
ration for the work that the LT-EDI team
is doing on voice recognition for the Tamil-
language shared initiative, we fine-tuned the
pre-trained Whisper model by using Tamil
datasets. With a word error rate (WER) of
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24.452, the ’CEN_Amrita’ team was ranked
top in the classification criteria. This achieve-
ment shows that the proposed strategy may
address speech differences, especially in vulner-
able populations.

The following sections describe the paper’s
contribution: Section 2 covers relevant works;
Section 3 materials and technique; Section 4
results; and Section 5 conclusion.

2 Related Works

Advancements in deep learning have signifi-
cantly impacted speech processing, notably in
the domain of automatic speech recognition
(ASR). Transformer-based architectures like
BERT and GPT (Zheng and Woodland, 2021;
Fohr and Illina, 2021; Kumar et al., 2022),
initially tailored for text interpretation, have
been extended to capture speech sequences,
leveraging contextual information to enhance
accuracy. DeepSpeech (Hannun et al., 2014), a
flexible open-source program employing recur-
rent neural networks (RNNs), stands out for its
adaptability across various languages and effec-
tive training methods. Self-supervised learning
models such as Wav2Vec (Baevski et al., 2020)
excel at speech pattern recognition by extract-
ing pertinent features directly from unlabeled
audio data.

Attention-based models, such as Listen, At-
tend, and Spell (LAS) (Chan et al., 2015),
change how much weight is given to inputs dur-
ing decoding. This helps with accurate tran-
scription after a lot of training on big datasets.
Lightweight architectures like QuartzNet (Kri-
man et al., 2020) emphasize high performance
while maintaining low computational demands.
Hybrid models, like ESPNet (Watanabe et al.,
2018), combine convolutional and recurrent
networks, showing that they are good at a
number of different ASR benchmarks. Re-
cent improvements, like HuBERT (Hsu et al.,
2021), build upon Wav2Vec by integrating hi-
erarchical transformations and elevating repre-
sentation learning and ASR accuracy. These
improvements have made significant advance-
ments in the field of ASR and have achieved
impressive results.

However, when it comes to resource-poor
languages like Tamil, existing models under-
perform due to the variability in speech among

native speakers. To address this, recent re-
search has focused on fine-tuning pre-trained
ASR models for specific languages. Models
like XLSR-wav2vec2 (Conneau et al., 2020)
have been customized for Tamil speech recog-
nition, showcasing promising results with a
significantly reduced word error rate (WER)
of 39.65% (Bharathi et al., 2022) and 37.71%
(Bharathi et al., 2023). This customized ap-
proach aims to enhance performance in under-
standing and transcribing speech for languages
with limited available resources.

3 Materials and Methodology

3.1 Dataset Description
The dataset used in this study is from the
shared task LT-EDI@2024. This shared task
aims to develop a Tamil conversational speech
corpus collected from vulnerable elderly peo-
ple and transgender people in Tamil. This
speech corpus contains recordings that capture
real-world conversions from primary sites such
as hospitals, banks, and administrative offices.
The corpus contains males, females, and trans-
gender speakers and a total of 7 and a half
hours of speech data. There are two phases
to the dataset’s release: the first phase is for
training, and the second phase is for testing.
The test data consists of a total of two hours
of unlabeled speech, whereas the training data
consists of an average of 5.5 hours of speech
that has been transcribed. Table 1 describes
the detailed data statistics about the train,
test, and validation splits used in this work.

Dataset Splits Audios Hours

Training
Train 726

5.5
Evaluation 192

Testing Test 348 2

Total 1266 7.5

Table 1: Data Statistics describing the train, test
and validation split.

3.2 Methodology
In this study, speech recognition was performed
using two pre-trained state-of-the-art (SOTA)
models, Whisper and XLS-R. Both models
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were trained on the Tamil corpus, and the best
results were submitted for the competition.
Figures 1 and 2 show schematic block diagrams
of the proposed approaches.

3.2.1 Whisper ASR
Whisper (Radford et al., 2023) is a pre-trained
automatic speech recognition (ASR) model
trained on 680,000 hours of multilingual and
multitask supervised data sourced from the
web. This end-to-end transformer-based model
adopts the encoder-decoder architecture. Log-
Mel spectrogram features are extracted from
each audio file; this feature input undergoes
processing in the encoder, featuring a com-
pact stem composed of two convolution layers
with a filter width of three and the GELU ac-
tivation function. Notably, the stride of the
second convolution layer is set at three. Fol-
lowing this, sinusoidal position embeddings are
added to the stem’s output, paving the way
for the inclusion of encoder transformer blocks.
Using pre-activation residual structures, these
blocks build up to a final layer normalization
step for the encoder output. The learned posi-
tion embeddings are then fed into the decoder,
which is responsible for generating the textual
output.

The Whisper model boasts various variants,
including whisper-large-v1, whisper-large-v2,
and whisper-large-v3. For this study, we opted
for the ’Vasista22/whisper-tamil-medium’ pre-
trained model from the huggingface and fine-
tuned it on the Tamil speech corpus. Figure 1
displays the whisper model’s flow diagram.

Figure 1: Flow Diagram for Whisper Model.

3.2.2 XLS-R
The XLS-R model is a multi-lingual adapta-
tion of the Wav2Vec2 model for cross-lingual
representational learning of speech. The pre-
training of the model utilized more than

436,000 hours of speech data that was easily ac-
cessible to the general public. The speech data
used for per-training is derived from a vari-
ety of sources, including audio books produced
in 128 different languages and parliamentary
proceedings. Since the model was trained on
connectionist temporal classification (CTC),
the Wav2Vec2CTCTokenizer should be used
to decode the model’s output. The model
has three variations: Wav2Vec2-XLS-R-300M,
Wav2Vec2-XLS-R-1B, and Wav2Vec2-XLS-R-
2B. The parameters for each variant vary. For
the experiments, we have utilized ‘Wav2Vec2-
XLS-R-300M’ and fine-tuned it on the Tamil
speech corpus. Figure 2 displays the flow dia-
gram for the XLS-R model.

Figure 2: Flow Diagram for XLS-R Model.

4 Results and Discussion

4.1 Experiments
The experimental setup comprises a Linux op-
erating system, an 8-core Intel Xeon processor,
32GB of RAM, a 16GB NVIDIA T4 tensor core
GPU,and CUDA 11.0. In the series of experi-
ments employing both the whisper and XLS-
R models, for the whisper part, we focused
on the ‘Vasista22/whisper-tamil-medium1’ pre-
trained model on Tamil. To make the audio
data consistent for the Whisper model, all the
audio files had to be resampled to 16 kHz,
and then Log-Mel spectrogram features had
to be extracted. Subsequently, we utilized
the WhisperTokenizer to encode transcriptions
into label IDs. To facilitate model training
data preparation, we defined a data collator to
handle batching and padding of the training
examples.

The word error rate (WER) was an essen-
tial metric for assessing model performance
during the training process. We fine-tuned
the model using various combinations of hy-
perparameters, including learning rate, batch

1https://huggingface.co/vasista22/whisper-tamil-
medium

192



Figure 3: Sample Transcriptions in Tamil from fine-tuned Whisper Model.

size, maximum steps, and optimizer selection.
The most optimal results were achieved with
specific hyper-parameter configurations. Dur-
ing training, a batch size of 4 proved effective,
while for testing, a batch size of 8 was found to
be optimal. The learning rate was set to 10−5,
and the ’adamw_bnb_8bit’ optimizer was em-
ployed to initialize the optimization process.
This comprehensive approach to hyperparame-
ter tuning and data preprocessing contributed
to the success of the experiments with the Va-
sista22/whisper-tamil-medium model.

On the other hand, the ’Wav2Vec2-XLS-R-
300M2’ underwent fine-tuning on the Tamil
speech corpus. To address sequence-to-
sequence problems, typical fine-tuning of XLS-
R models involves employing the connectionist
temporal classification (CTC) algorithm. As
a part of preprocessing, transcription texts
have been cleaned by excluding special char-
acters and developing a vocabulary from the
processed transcriptions. The model antici-
pates input in the form of a 1-dimensional
array at 16 kHz, prompting the loading and
resampling of all audio files accordingly.

For the training phase, the Wav2Vec2Proces-
sor was employed to extract input values from
the loaded files, encoding corresponding tran-

2https://huggingface.co/facebook/wav2vec2-xls-r-
300m

scriptions into label IDs. A data collator was
then developed, and the training arguments
have been adjusted to aid in the training of the
model. Notably, the best results were observed
when the learning rate was fixed at 10−4, the
number of training epochs set at 100, and the
batch size established at 16. The word error
rate (WER) was used as the metric to assess
the model’s performance during training.

4.2 Discussion
In the process of training the models, it has
been observed that the fine-tuned version of
the ’Vasista22/whisper-tamil-medium’ model
performs better than the fine-tuned version of
the XLS-R-300M model when it comes to the
training of the models. During the training
process, it was observed that the WER for the
whisper model was 71.367695, whereas the
WER for the XLS-R model was 84.6958 to
begin with. When evaluating the fine-tuned
model that was utilized, both the whisper and
the XLS-R fine-tuned models were utilized in
the process. Since the whisper model’s word
error rate was much smaller than the XLS-R
model, we submitted the results of the whis-
per model to the LT-EDI team. By assess-
ing the WER for each submission, the team
will determine which outcomes are the best
and rank them appropriately. The submission,
which was made by our team ’CEN_Amrita’,
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Team Name WER (in %)
CEN_Amrita - Jairam Kanna 24.452
ASR_TAMIL_SSN 29.297
VIT Chennai 35.774
DRAVIDIAN LANGUAGE - Abirami Jayaraman 37.733
CUET_NLP_GoodFellows - Disco Dancer 41.031

Table 2: Speech Recognition for Vulnerable Individuals in Tamil: Published Results

employing the fine-tuned whisper model, has
been ranked first among the other participants,
with a WER of 24.452 for the testing dataset.
Table 2 describes the published results. Fig-
ure 3 describes the submitted sample Tamil
transcriptions obtained from evaluating the
fine-tuned whisper model.

5 Conclusion

In this work, we utilized a pre-existing, pre-
trained model such as Whisper and XLS-R to
improve the efficiency of an automatic speech
recognition (ASR) system for understanding
conversational speech from elderly and trans-
gender Tamil speakers. This work is carried
out as part of participation in the shared task
of speech recognition for vulnerable individ-
uals in Tamil. On the Tamil conversational
speech corpus, the pre-trained models, such
as whisper and the XLS-R model, have been
fine-tuned and compared to one another. The
results of all the experiments indicate that the
fine-tuned version of whisper ASR models per-
forms better than the XLS-R model, which has
a word error rate (WER) of 24.452.
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