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Abstract

This research focuses on Homophobia and
Transphobia Detection in Dravidian lan-
guages, specifically Telugu, Kannada, Tamil,
and Malayalam. Leveraging the Homopho-
bia/Transphobia Detection dataset, we propose
an innovative approach employing a custom-
designed tokenizer with a Bidirectional Long
Short-Term Memory (BiLSTM) architecture.
Our distinctive contribution lies in a tokenizer
that reduces model sizes to below 7MB, im-
proving efficiency and addressing real-time de-
ployment challenges. The BiLSTM implemen-
tation demonstrates significant enhancements
in hate speech detection accuracy, effectively
capturing linguistic nuances. Low-size models
efficiently alleviate inference challenges, en-
suring swift real-time detection and practical
deployment. This work pioneers a framework
for hate speech detection, providing insights
into model size, inference speed, and real-time
deployment challenges in combatting online
hate speech within Dravidian languages.

1 Introduction

In light of the growing prevalence of online hate
speech, this paper presents the findings of a work-
shop on detecting LGBTQ+ hate speech in so-
cial media comments. We focus on developing
and evaluating models that can accurately iden-
tify and classify homophobic and transphobic slurs,
offensive stereotypes, and other forms of hate-
ful language within YouTube comment sections
(Chakravarthi et al., 2024) (Chakravarthi et al.,
2023) (Chakravarthi, 2023).

While a comment or post in the dataset may con-
tain more than one sentence, the average sentence
length in the corpus is one, and annotations are pro-
vided at the comment/post level. In the dynamic
landscape of social media, concerns about hate
speech targeting the LGBTQ+ community have
gained prominence.
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This research investigates the challenges of clas-
sifying individual social media comments or posts
in low-resourced languages. It specifically focuses
on Dravidian languages spoken in India—Telugu,
Kannada, Tamil, and Malayalam—while acknowl-
edging that the findings may not be universally
applicable to other linguistic contexts. The goal
is to develop systems that can effectively identify
instances of homophobia or transphobia in these
languages. Achieving this requires these systems
to be adaptable and robust enough to handle the
inherent diversity within Dravidian linguistics.

In the context of detecting Homophobia and
Transphobia in social media, our research employs
a unique approach that utilizes a custom-designed
tokenizer and a Bidirectional Long Short-Term
Memory (BiLSTM) architecture. A significant con-
tribution of our work lies in the development of
a tokenizer designed to streamline model sizes,
enhance operational efficiency, and address the
challenges associated with real-time deployment.
This tokenizer not only minimizes the computa-
tional footprint but also optimizes the overall per-
formance of the models. Its unique features em-
power effective handling of real-time scenarios,
providing a versatile solution for deployment chal-
lenges.

The implementation of BiLSTM, coupled with
our customized tokenizer, showcases significant
improvements in the accuracy of hate speech detec-
tion, highlighting enhanced sensitivity to linguis-
tic nuances. Compact-sized models effectively ad-
dress inference challenges, ensuring rapid real-time
detection and practical deployment. Our research
establishes a pioneering framework for Homopho-
bia and Transphobia Detection, providing insights
into model size, inference speed, and the challenges
associated with real-time deployment in combating
online hate speech.

This paper outlines our methodology, techni-
cal advancements, and results, offering a compre-
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hensive examination of Homophobia/Transphobia
Detection in social media comments in Dravid-
ian languages. Our research aims to contribute
not only to the specific challenges of Homopho-
bia/Transphobia Detection in social media com-
ments but also to a broader understanding of ef-
fective detection mechanisms applicable to diverse
linguistic landscapes.

2 Related Work

Homophobia and transphobia detection in social
media has garnered significant research attention
due to its detrimental impact on the LGBTQ+ com-
munity. Various approaches have been explored,
each addressing specific challenges and contribut-
ing to the development of robust detection systems.

Singh and Motlicek (2022) proposed a zero-
shot learning framework for detecting homopho-
bic and transphobic comments without labeled
data, demonstrating its potential for resource-
constrained scenarios.

Kumaresan et al. (2023) addressed the challenge
of data scarcity in low-resource languages by pre-
senting a fine-grained dataset and exploring cross-
lingual transfer learning techniques. Their work
highlights the effectiveness of transferring knowl-
edge from resource-rich languages to improve de-
tection accuracy in diverse linguistic settings.

Ashraf et al. (2022) explored an SVM-based
model, achieving notable F1-scores and empha-
sizing the importance of automatic detection for
timely intervention. Their work demonstrates the
effectiveness of traditional machine learning algo-
rithms in hate speech detection tasks.

Sharma et al. (2023) investigated deep learn-
ing techniques for Dravidian languages, highlight-
ing the superiority of IndicBERT (Kakwani et al.,
2020) in addressing low-resource language chal-
lenges. This study demonstrates the potential
of deep learning models for capturing language-
specific features and improving detection accuracy.

(Swaminathan et al., 2022) employed a hybrid
approach combining word embeddings, SVM clas-
sifiers, and BERT-based transformers (Devlin et al.,
2019), achieving promising results. Their work
showcases the potential of combining diverse tech-
niques to leverage their strengths and enhance de-
tection performance.

Chakravarthi et al. (2022) investigated the
use of pseudolabeling for automated homopho-
bia/transphobia detection, demonstrating signifi-

cant improvements in model performance. Their
work emphasizes the importance of robust evalua-
tion and highlights the potential of pseudolabeling
for improving model accuracy.

The study presents ConBERT-RL(Raj et al.,
2024), a novel framework using Reinforcement
Learning and a concatenated CM-BERT represen-
tation, excelling in offensive comment classifica-
tion for transliterated Tamil in English with a 90%
and 93% micro-average accuracy improvement. It
effectively captures language-specific features and
nuances, demonstrated through t-SNE visualization
and graph network comparisons.

The broader literature underscores the global
prevalence of offensive language, emphasizing the
need for protection and proactive measures to miti-
gate its impact on vulnerable communities ((Gkot-
sis et al., 2016); (Oswal, 2021); (Diaz-Torres et al.,
2020); (Wang et al., 2019)).

This review highlights significant advancements
in homophobic and transphobic comment detec-
tion. Despite notable progress, various challenges
persist, necessitating further exploration and devel-
opment. These challenges include the expansion to
encompass more low-resource languages, the cre-
ation of robust models tailored for code-mixed con-
tent, the integration of contextual information, and
the exploration of Explainable Al techniques. Ad-
dressing these challenges will contribute to a more
comprehensive and effective approach to combat-
ing online hate speech.

3 Dataset

3.1 Embedding Datasets

Our research draws upon a substantial corpus
sourced from the Al4Bharath! datasets for Tel-
ugu, Tamil, Malayalam, and Kannada. Specifically,
we harnessed the initial 5,000,000 lines from the
Telugu corpus (1.3GB), 9,492,782 lines from the
Tamil corpus (980MB), 11,512,628 lines from the
Malayalam corpus (1.2GB), and 15,000,000 lines
from the Kannada corpus (1.5GB). These datasets
serve as a rich and diverse source of linguistic con-
tent, covering an array of topics relevant to our
research. This linguistic variety is instrumental in
fostering the development of embeddings that are
not only robust but also generalizable, crucial for
the success of our research endeavors.

1https: //github.com/AI4Bharat/indicnlp_corpus
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3.2 Homophobia/Transphobia Datasets

Our research, undertaken as part of LT-
EDI@EACL 2024 2, is focused on Dravidian
languages—Tamil, Telugu, Kannada, and Malay-
alam—selected for their shared linguistic roots and
the intricate process of developing high-quality
embeddings for each. This cohesive group forms
the basis for our study, aiming to understand and
address online hate speech in these languages.

The tasks involved in our study include identi-
fying discriminatory comments based on sexual
orientation or gender identity, utilizing datasets
covering Dravidian languages to ensure compre-
hensive representation. Additionally, the focus on
categorizing YouTube comments aids in recogniz-
ing instances of homophobia and transphobia, fa-
cilitating a deeper analysis of their manifestation
in online discourse (Chakravarthi et al., 2022) (Ku-
maresan et al., 2023).

Language Train Dev  Test
Telugu 9,050 1,940 1,939
Malayalam 3,114 1,213 866
Kannada 10,066 2,157 2,156
Tamil 2,662 666 833

Table 1: Homophobia/Transphobia Detection Dataset
Statistics

Table 1 details the dataset distribution across
languages, providing training, development, and
test sets for system development and evaluation.

4 Methodology

This section unveils the details of our innovative
architecture, integrating two crucial components: a
dynamic Subword Embeddings module and a ro-
bust BiLSTM Classification module. We explore
data preprocessing, subword tokenization, embed-
ding training, and orchestration of our advanced
classifier.

4.1 Preprocessing and Tokenization

This section delineates the procedures for data pre-
processing and tokenization applied in the Shared
Task on Homophobia/Transphobia Detection in so-
cial media comments.

2https ://codalab.lisn.upsaclay.fr/
competitions/16056

4.1.1 Preprocessing Pipeline

Our comprehensive preprocessing involved nor-
malization, cleaning (removing noise like URLs
and hashtags), and transliteration using the in-
dic_transliteration library® for uniform processing.

4.1.2 Subword Tokenization

Post-preprocessing, we implemented a custom sub-
word tokenizer, "VowelToken," for each language.
This approach aimed to enhance granularity, cap-
turing morphemic and grammatical information
crucial for detecting linguistic nuances related to
homophobia/transphobia. Leveraging subword to-
kens enables the embedding model to learn more
precise and informative representations, potentially
improving detection performance.

The proposed VowelToken subword tokenizer
exhibits universality, utilizing linguistic principles
based on vowel boundaries for accurate segmen-
tation across diverse languages, including Dravid-
ian languages. Its rule-based design focuses on
identifying and segmenting words based on consis-
tent vowel boundary patterns, enhancing precision
and reliability in the tokenization process. Refer
to Table 2 for the preprocessing and tokenization
statistics of each language corpus.

4.2 Subword Embeddings Module

The Subword2Vec module obtains subword em-
beddings using the Word2Vec method by Mikolov
et al. (2013). The module’s initialization involves
specifying critical parameters: vocabulary size (V),
minimum frequency (finin), and embedding dimen-
sion (dsupword)- Subword counts are collected to
construct a subword vocabulary (S), and embed-
dings are trained using Stochastic Gradient Descent
(SGD).

The module’s initialization involves specifying
critical parameters, starting with the vocabulary
size (V') that sets the upper limit for subword con-
sideration. Additionally, the minimum frequency
parameter (f,;,) serves as the threshold for sub-
word inclusion based on frequency. The embed-
ding dimension (dgy,pword)s Characterizing the di-
mensionality of subword embeddings, is also de-
fined. These parameters collectively configure the
module during the initialization process, a pivotal
aspect of our research.

Subword counts are collected from the corpus
to construct a subword vocabulary (S). The sub-

3https://github.com/indic-transliteration/
indic_transliteration_py
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Language Total Words Total Subtokens Subtokens (Count >=2) Emb. Size(MB)
Telugu 179,732,317 22,596 13,405 6.6
Tamil 174,349,374 15,065 9,406 4.5
Kannada 399,312,707 17,889 12,173 5.8
Malayalam 117,054,028 19,155 14,190 5.92

Table 2: Preprocessing and Tokenization Statistics with Embedding(Emb.) Sizes of 100-dimensional Model

word splitting process is executed based on vowels,
excluding subwords with counts below f,;,. This
process is mathematically expressed as:

S={s| s is a subword, count(s) >

S ={seW/|count(s) > fmin,|S| <V} (1)

The subword splitting process involves divid-
ing the input word into subwords based on vowel
boundaries. Consonant prefixes and suffixes are
included in the subwords when applicable, and spe-
cial tokens "_" (start of subword) are added to the
first letter. Subword embeddings (Fsypworq) are ini-
tialized as a random matrix with dimensions (|5|,
dsubword)~

The training phase employs Stochastic Gradi-
ent Descent (SGD) (Tian et al., 2023) to train sub-
word embeddings. The objective is to minimize
the Mean Squared Error (MSE) loss (L) between
subword pairs. The SGD update is expressed as:

E(t+1) _ E(t)

subword — ~subword

—gVLEY ) @

subword

Here, t represents the training iteration, 7 is the
learning rate, and VL is the gradient of the loss
function. Training subword embeddings is a cru-
cial step in refining the model’s representation of
subword relationships.

4.3 BiLSTM Classifier

The BiLSTM architecture, inspired by Ghosh et al.
(2020), plays a crucial role in the fake news classifi-
cation task. It consists of two essential components:
a subword embedding layer and a bi-directional
LSTM layer.

4.3.1 Sub-Word Embedding Layer

The Sub-Word Embedding Layer operates on an
input word sequence x = [w1, w2, ..., wy,] utilizing
a subword embedding function. Each word w; is
mapped to its corresponding subword embeddings,
denoted as w1, w;2, ..., Win, Where n represents the
number of subwords for the i-th word. The final

Fully connected
Layer

LSTM
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i

=

WwON Wil wi2 wiN
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wo1
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Figure 1: The unfolded architecture of BiLSTM classi-
fier with three 3 word example sample.

word embedding for w;, denoted as e;, is obtained
by summing the embeddings of its constituent sub-
words:

€ = w;1 + wig + ...+ Wi 3)

The output of this layer is a tensor Xe¢,peq Of
dimensions 1 X 1 X demped, Where depeq signifies
the size of each word embedding.

Xembed = [€1, €2, ..., €] 4

Here, e; represents the word embedding for the
i-th word in the sequence, and n is the length of
the sequence.

4.3.2 Bi-directional LSTM Layer

The Bi-directional LSTM Layer engages with the
embedded sequence X, ,peq to adeptly capture con-
textual information. Configured with an input size
of depmpeq (matching the embedding size) and a hid-
den size of dj;qden., the bidirectional LSTM ensures
the seamless flow of information both in forward
and backward directions. The resulting output, de-
noted as blstm_out, takes the form of a tensor with
dimensions 1 X 1 X (2 X dpidden ), as it concatenates
the hidden states from both directions.
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blstm_out = [hy, ho, ..., h,] ®)

In essence, the BiLSTM layer processes the in-
put sequence and produces hidden states h; for
each word in the sequence.

The forward pass of the model is mathematically
expressed as follows:

hz(f), hz(»b) = Bz’LSTM(elzi,e,»;n), V’i S {17 7n}

(6)

Here, hl(f ) and hl(»b) symbolize the forward and

backward hidden states at position i, respectively.

The BiLSTM function operates on subword embed-
dings ey.; and e;.,, for each 7 in the sequence.

4.3.3 Classifier Output

The final prediction, denoted as vy, is derived by
applying a linear transformation to the last hidden
state in the forward direction (h,(lf )) using weights
matrix W and bias b.

y=wh) +bp 7

This linear transformation allows the model to
make predictions based on the learned representa-
tions from the BiLSTM layer.

Figure 1 illustrates the unfolded architecture of
the BiLSTM Classifier, providing a visual repre-
sentation of the sequence processing and contex-
tual information capture. This design adeptly inte-
grates subword embeddings with a BILSTMbased
approach, showcasing adaptability and potential
across various natural language processing applica-
tions.

S Experimental Setup

Our experimental setup is designed to demon-
strate the effectiveness of our proposed approach
in the context of the Shared Task on Homopho-
bia/Transphobia Detection in social media com-
ments. We conducted experiments using a 100-
dimensional embedding model tailored to each
language. The embedding sizes were determined
based on linguistic characteristics and dataset scale,
as outlined in Table 2. Specifically, for Telugu,
Tamil, Kannada, and Malayalam, the embedding
sizes were 6.6 MB, 4.5 MB, 5.8 MB, and 5.92 MB,
respectively.

Subword tokenization was facilitated by the cus-
tom VowelToken subword tokenizer, designed for
universality and based on linguistic principles using
vowel boundaries. This tokenizer ensured accurate

segmentation across diverse languages, including
Dravidian languages. Its rule-based design focused
on identifying and segmenting words based on con-
sistent vowel boundary patterns, enhancing preci-
sion and reliability in the tokenization process.

To evaluate the impact of these subword em-
beddings, we seamlessly integrated them into our
BiLSTM-based model architecture. The Classifica-
tionModel includes a Sub-Word Embedding Layer,
Bi-directional LSTM Layer, and Linear Classifi-
cation Layer, utilizing subword embeddings from
VowelToken. The BiLSTM layer features an input
size of 100 and a hidden size of 128. Addition-
ally, the model utilizes the Adam optimizer with a
learning rate of 0.001 during training.

Datasets were partitioned into training, develop-
ment, and test sets based on the distribution out-
lined in Table 1. Model training utilized the Adam
optimizer with a learning rate of 0.001 and a batch
size of 64. Early stopping was implemented, with a
patience setting of 10 epochs based on development
set performance. Evaluation metrics, including re-
call, precision, F1 score, and accuracy, were used
to measure the model’s effectiveness.

6 Experimental Results and Discussions

The effectiveness of our subword tokenization is
evident in the remarkably low perplexity (less than
1.2) achieved after just one training epoch for em-
beddings. Despite the constraints of limited train-
ing time and data, this result underscores the effi-
cacy of our subword tokenization approach.

The table 3 reveals the macro average F1-Scores
(M_F1-scores) for the Homophobia/Transphobia
Detection Task on the test sets across various lan-
guages. In the rankings, the team ''byteLLM"
(originally byteSizedLLM) achieved noteworthy
positions, with Telugu securing the 3rd rank and
achieving the highest score of 0.959, closely trail-
ing the top score of 0.971. Malayalam also per-
formed well, obtaining a commendable M_F1-
Score of 0.891 and ranking 3rd, with a top score of
0.942. Similarly, Tamil secured the 3rd rank with a
score of 0.801. However, Kannada, while contribut-
ing valuable insights, demonstrated a slightly lower
score of 0.922 and secured the 6th rank. These rank-
ings provide a comprehensive view of the model’s
performance across different Dravidian languages.

To enhance the performance further, it is cru-
cial to leverage more extensive training data, es-
pecially focusing on diverse datasets. Given the
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Language M_F1-Score Rank Top Score
Telugu 0.959 3 0.971
Malayalam 0.891 3 0.942
Kannada 0.922 6 0.948
Tamil 0.801 3 0.880

Table 3: Homophobia/Transphobia Detection Task Macro average F1-Scores (M_F1-scores) of Test Sets

multilingual nature of the task, training on mul-
tilingual data can significantly improve perfor-
mance. While we trained on 4.3GB of L3Cube-
HingCorpus data, the model produced 6.4MB em-
beddings that outperformed large language mod-
els (LLMs) in Language Identification (LID) and
Named Entity Recognition (NER) on GLUCoS
benchmarks. The model, when trained on larger
text (more than 10GB), is expected to achieve state-
of-the-art (SOTA) performance. However, due to
hardware limitations, we were unable to load larger
text for training in this study. In future tasks, we
plan to implement and test this approach with larger
text and languages.

7 Conclusion and Future Work

Our research convincingly demonstrates the effec-
tiveness of subword tokenization for homopho-
bia/transphobia detection across Dravidian lan-
guages. The competitive results achieved with
lightweight models highlight the scalability and
computational efficiency of our approach. Subword
embeddings, trained with meticulous preprocess-
ing and tokenization, showcase impressive perfor-
mance, with Dravidian languages securing leading
Macro F1-Scores. This underscores the potential
of subword tokenization in tackling online hate
speech with resource-efficient models.

Moving forward, expanding the dataset with di-
verse multilingual content is crucial for further en-
hancing accuracy. The technical advantage of train-
ing on larger texts for achieving state-of-the-art
performance is evident, albeit currently limited by
hardware constraints. Nevertheless, the lightweight
nature of our models, their fast inference speed, and
minimal storage requirements render them practical
for various tasks beyond homophobia/transphobia
detection, including Named Entity Recognition
(NER), Language Identification (LID), Sentiment
Classification, and Multiclass classification. We
plan to explore their applicability in generative Al
for future research, potentially opening doors to
even more impactful applications.
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