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Abstract

We explore the potential of employing transformer-based embeddings in an unsupervised authorship attribution
task for medieval Latin. The development of Large Language Models (LLMs) and recent advances in transfer
learning alleviate many of the traditional issues associated with authorship attribution in lower-resourced (ancient)
languages. Despite this, these methods remain heavily understudied within this domain. Concretely, we generate
strong contextual embeddings using a variety of mono -and multilingual transformer models and use these as input
for two unsupervised clustering methods: a standard agglomerative clustering algorithm and a self-organizing
map. We show that these transformer-based embeddings can be used to generate high-quality and interpretable
clusterings, resulting in an attractive alternative to the traditional feature-based methods.
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1. Introduction

Throughout modern history, scholars have always
been greatly interested in the authenticity and au-
thorship of important historical documents. In the fif-
teenth century, Renaissance scholar Lorenzo Valla
exposed the purported 4th century imperial decree
Donatii Constantini as an 8th century forgery by
comparing the language in the document with ac-
tual 4th century Latin sources. A little over 500
years later, Mosteller and Wallace (1963) showed
through statistical analysis that James Madison,
rather than Alexander Hamilton, was the author of
12 disputed documents in the (in)famous Federalist
papers. In short, the methods may have changed,
but the question has remained the same.

In a computational setting, authorship analysis is
often analogous to stylometry i.e. the use of quan-
tifiable and statistical methods to unmask an au-
thor’s stylistic DNA or signature (Holmes, 1998). At
the forefront of this field lies the idea that individual
authors have a marked and highly specific writing
style that can be used to separate them from oth-
ers (Stamatatos, 2009). Modern stylometric studies
typically focus on the attribution of essays, emails
and forum posts to distinct online users or groups of
users (Kestemont et al., 2018). Naturally, the field
ties in to modern-day applications such as plagia-
rism detection, identity deception on social media
platforms and multi-modal authentication on mo-
bile devices (Neal et al., 2017). While there is an
emphasis on applying stylometric methods in mod-
ern settings, the stylistic analysis of work from the
antiquity and medieval periods also remains a hi-
hgly studied topic. The emergence and distribution
of large electronic document collections containing
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heaps of anonymous or (seemingly) miss-attributed
texts has lead to many researchers continuing di-
rectly in Lorenzo Valla’s footsteps, more than 500
years after his passing.

Research on antique and medieval texts is ham-
pered by a general lack of spelling and language
standardization as well as transcription errors
(Kestemont, 2012). This naturally poses an ad-
ditional layer of difficulty, as it is hard to determine
whether or not the spelling of a word is due to the
original author’s stylistic signature, or was intro-
duced by those transcribing the work. Nonetheless,
computational stylometric analysis of antique and
medieval texts has led to the identification of pre-
viously anonymous authors, or the rectification of
the authorship of misattributed work (Stover et al.,
2016; Kabala, 2020). Itis to be noted that, unlike in
most NLP domains, the use of neural approaches
remains limited, mostly due to the lack of large
amounts of training data, which these deep neu-
ral architectures typically require to function opti-
mally (Corbara et al., 2023). Nonetheless, recent
advancements in the field of Natural Language Pro-
cessing (NLP) have given rise to large-scale trans-
former architectures which circumvent the need for
large task-specific corpora through transfer learn-
ing. Despite their ability to capture accurate repre-
sentations of longer documents and encode implicit
textual structures, transfer learning methods remain
understudied in the context of medieval stylometry.

In this paper, we explore the potential of using
a variety of transformer-based models for unsu-
pervised authorship attribution in Medieval Latin.
Concretely, we generate powerful vectorial repre-
sentations of Medieval Latin texts and use these as
a basis for two unsupervised clustering methods:
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a standard agglomerative clustering algorithm and
a self-organizing map (SOM). The former serves
as our primary method for intrinsic and extrinsic
evaluation of the generated clusters, while the lat-
ter aims to create highly interpretable visualisations
of the data. We show that, without relying on a
series of highly specialized manually crafted fea-
tures, we can accurately cluster a large number of
13th-14th century Latin texts by author, illustrating
the potential of using transfer-learning methods in
future stylometric studies.

2. Related Work

Work on computational methods for authorship at-
tribution goes back to the very beginning of the
field of Computational Linguistics (CL) as a whole
(Holmes, 1998). Earlier work often focused on well-
known contested English texts, with the disputed
Federalist Papers being a notable example that
has been studied multiple times throughout the
years (Mosteller and Wallace, 1963; Tweedie et al.,
1996). More recently however, there has been a
growing interest in performing computational stylis-
tic analysis on a wider range of languages such as
Dutch (Kestemont, 2012; Morante et al., 2022), An-
cient Greek (Gorman and Gorman, 2016), Spanish
(LOpez-Escobedo et al., 2013) and many others
(Savoy, 2020).

For Latin specifically, there have been, among
others, stylometric studies regarding the works
of Hildegard of Bingen (Kestemont et al., 2015),
Dante Alighieri (Corbara et al., 2019) and the at-
tribution of a newly discovered manuscript to the
writer Apuleius (Stover et al., 2016). Additionally,
specific authorship attribution tools such as Me-
dievalla have been developed and made available
to the wider research community (Corbara et al.,
2022). Note that most of these studies largely fol-
low the same approach: the combination of rigor-
ously handcrafted stylistic features combined with
traditional machine learning algorithms (Muldoon
et al., 2021). While there have been recent studies
that combine well-known stylistic markers such syl-
labic patterns with deep neural networks (Corbara
et al., 2023), more modern neural methods such as
transformer-based architectures remain a largely
unexplored approach.

All of the methods earlier described made use
of the standard supervised learning paradigm in
which the ground truth (or gold-standard labeling)
is known and used to evaluate the performance
of a given algorithm. Nonetheless, unsupervised
approaches are often being applied to (historical)
NLP tasks to automatically find underlying patterns
without the need for human intervention (Kehler
and Stolcke, 1999; Bharadiya, 2023). For author-
ship attribution specifically clustering algorithms
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are often applied to uncover implicit similarity be-
tween the works of known writers and anonymous
documents or to determine outliers (i.e. possibly
misattributed works) in their bibliography (Martin-
del Campo-Rodriguez et al., 2022). Research on
unsupervised methods for stylometry often makes
use of the popular agglomerative clustering algo-
rithm (Layton et al., 2013; Panicheva et al., 2019),
but other methods such as c-means (Demir, 2013)
and self-organizing maps (Ranatunga et al., 2011;
Neme et al., 2015) have also been applied. Note
also that most studies involving unsupervised learn-
ing forgo the use of hand-crafted feature sets and
instead focus on more easily extractable textual
information such as character n-grams (Kapocitté-
Dzikiené et al., 2015), punctuation (Tanguy et al.,
2012) or rudimental similarity functions between
texts (Qian et al., 2015).

3. Experiments

3.1. Data

Our data consists of the Medlatin1 and Medlatin2
corpora, which are composed of 13-14th century
Latin epistles (MedLatin1) and literary analyses
(Medlatin2) by a variety of authors (Corbara et al.,
2022). As was done in Corbara et al. (2023), we
merge the two corpora resulting in one dataset
encompassing 324 medieval Latin texts. We then
remove a total of 31 epistels for which no specific
author is known, resulting in a final collection of
293 documents.

3.2. Experimental Setup

3.2.1. Agglomerative Clustering

First, we apply an agglomerative clustering algo-
rithm which uses an average linkage criterion i.e.
two clusters are merged based on the average of
distances between all pairs of both objects. For
two clusters A and B the distance between them is
defined as:

1

das =1

k l
> dX:,Y;)
i=1 j=1

Where X; and Y; are objects within clusters A
and B respectively and d(.) is the distance (cosine)
function. The results of this algorithm will serve
as our prime (numerical) evaluation of cluster qual-
ity. Note that unsupervised methods are typically
evaluated both intrinsically (unsupervised, cluster
quality and how well the clusters are separated)
and extrinsically (supervised, based on the gold-
standard labels). For our analysis we will take both
evaluation strategies into account.



3.2.2. Self-Organizing Map

In addition to the standard clustering algorithm, we
train a self-organizing map (SOM) neural network,
which will allow a more interpretable analysis of the
obtained clusters. The self-organizing map (Oja
and Kaski, 1999) is a 2-dimensional representa-
tion of a series of data points which respects the
topological structure of the dataset. We follow the
standard SOM algorithm as it was presented in Oja
and Kaski (1999). First, a document x is sampled
randomly from the collection and based on the ran-
domly initialized weights w of the neurons in the
lattice the best matching unit (BMU) is determined:

i(x) = argmin; ||lw — w;||

The weights in the lattice are then updated
through a Hebbian learning rule where 7 is the
learning rate and h(j,i(z)) is the (Gaussian) neigh-
borhood function which allows incremental updates
to neurons surrounding the BMU:

wj = wj +nh(j,i(x)))(x — w;)

3.2.3. Textual representation

For both methods we present each individual docu-
ment in the dataset as a transformer-generated
representation of said document. Each text is
passed through a transformer encoder to create
a high-dimensional vector representation (embed-
ding). Following earlier studies on the effectiveness
of using transformer-based embeddings (Devlin
et al., 2018), we generate document embeddings
based on several encoder layers, rather then only
using the last layer as an instance’s representa-
tion. We concatenate the transformers’ last four
encoder layers (each a vector of length 768) to a
3072-dimensional feature representation for each
document. We compare four distinct models in or-
der to broadly gauge their capabilities w.r.t medieval
Latin. First, a monolingual Latin RoBERTa model’
which was trained on the Latin part of the cc-100
corpus (Conneau et al., 2019). Second, a multilin-
gual encoder model which was trained on a total
of 104 languages (including Latin) (Devlin et al.,
2018). Third, a multilingual model using the De-
BERTaV3 architecture (He et al., 2021), which has
been shown to outperform most monolingual mod-
els in a large variety of languages. The final model
tested in our experiments is a longformer model.
Most BERT-based encoders suffer from processing
longer texts as the token limit of an input is restricted
to 512. Longformer-inspired models however use a
linearly scaling attention mechanism which poses
significantly less strain on computational resources

'https://huggingface.co/pstroe/roberta-base-latin-
cased
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and allows processing of sequences of up to 4096
tokens (Beltagy et al., 2020). Given the fact that
many texts of the Medlatin1 and Medlatin2 corpora
are quite lengthy, long-document transformers may
be more suited. The multilingual longformer model
used in the experiments was trained on 103 lan-
guages (including Latin) of the cc-100 corpus 2.

3.3. Hardware and Software
Implementation

All experiments were trained and evaluated on a
single Tesla V100-SXM2-16GB GPU. For the im-
plementation of the agglomerative clustering algo-
rithm we relied on the use of Python’s Scikit-Learn
module (Pedregosa et al., 2011). The training and
visualisation of the SOM algorithm was performed
through the MiniSom package 2. Specific training
parameters can be found in Appendix A.

4. Results

4.1.

Most unsupervised clustering algorithms are evalu-
ated through intrinsic methods, which evaluate the
quality of a clustering by how well the clusters are
separated. For this paper, we evaluate the gen-
erated clusterings through two intrinsic measures,
which both measure how similar an object is to
its own cluster compared to other clusters: the sil-
houette coefficient (SC), which ranges from -1 to
+1 with higher values indicating better clusterings
and the Calinski-Harabasz Index (CHI), the value
of which is unrestricted and for which higher val-
ues indicate higher quality clusters. In addition to
these intrinsic measures we also include the Rand
Index (RI) as an evaluation metric, which computes
the degree of similarity between two data partitions
(the predictions and the ground truth). This metric
ranges from 0 to 1, with higher values indicating
larger similarity between the generated clusters
and the gold standard. Table 4.1 contains the re-
sults for each of the clusters generated through the
embeddings of the different encoder models.

Agglomerative Clustering

Model SC CHI RI
Longformer 0.3975 197.00 0.7382
mBERT 04796 34.77 0.6672
RoBERTa Latin 0.2526 25.01 0.6708
mDeBERTaV3 0.3036 26.41 0.6155
Table 1: Silhouette Coefficient (SC), Calinski-

Harabasz Index (CHI) and Rand Index (RI) scores
for the generated clusterings.

2https://huggingface.co/markussagen/xim-roberta-
longformer-base-4096
Shttps://github.com/JustGlowing/minisom
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Figure 1: Visualisation of the trained self-organizing map using the Longformer embeddings as document

representations.

Overall, we find that clusters generated through
the embeddings of the longformer-xImr model per-
formed best on average, both by means of intrin-
sic and extrinsic evaluation. We hypothesize here
that the signficantly larger context length of 4096
tokens (as opposed of 512 for the other models)
ultimately plays a significant role in capturing an
author’s stylistic signature. We also note that the
obtained Rl scores for each of the models can be in-
terpreted as moderate-to-high overlap between the
generated clusters and the ground truth, indicating
that unsupervised clustering through transfer learn-
ing may be a viable method for large scale analysis
in the future. Interestingly, while the monolingual
Latin model shows comparatively good results for
the extrinsic evaluation, the intrinsic evaluation is
significantly worse than the other models. This can
indicate that the generated clusters, while distin-
guishable to a degree, are highly similar to one
another. In the context of this task, this means
that the authors’ stylistic signatures are captured
comparatively less by the monolingual Latin model.

4.2. Self-Organizing Map

We obtain a detailed topological map of the data
by initializing the SOM with a 10-by-25 lattice and
training the algorithm using the learning rules de-
scribed in Section 3.2.2. The resulting topological
map using the best model embeddings (longformer)
can be seen in Figure 1. For readability’s sake the
legend in Figure 1 only includes the 4 most repre-
sented authors of the dataset which are (in order):
Pietro Della Vigna (n = 146), Guido Faba (n = 78),
Giovanni Boccaccio (n = 27) and Dante Alighieri (n
= 14). A detailed legend of all 22 authors as well
as the topological representations generated with
the other three encoder models can be found in
Appendix B.

We do not rely on quantitative metrics for the
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evaluation of the generated lattice, but rather on
visual analysis. We observe that the SOM presents
a qualitative clustering of the various authors, with
the four most prominent authors clearly occupy-
ing four distinct spaces on the map. Note that the
works of Guido Faba are seen as highly distinct
from the other works in the dataset. Interestingly,
one particular letter by Pietro Della Vigna is signif-
icantly closer to the letters of Guido Faba than to
della Vigna’s other works. In the end, only close
reading and study can ultimately provide clarity
regarding the authorship of unattributed or dubi-
ous manuscripts. Nonetheless, the identification
of outliers, such as the one mentioned, through
unsupervised computational analysis can serve as
an early diagnostic step in this process as well as
narrowing the scope of this complex task.

Finally, we also observe that for some authors
with only one work in the dataset, the neuronal dis-
tance to neighboring positions is remarkably high.
This indicates that the SOM neural network can seg-
ment individual authors’ stylistic signatures even if
there is only a limited amount of their work avail-
able. In this way, the SOM algorithm can be an
effective way to detect outliers within larger docu-
ment collections. This is a notable advantage of
applying a SOM compared to more traditional clus-
tering methods, which often continuously merge
clusters until an arbitrary threshold is reached and
thus concentrate less on the uniqueness of individ-
ual data points.

5. Conclusion

We show for the first time that transformer-
generated contextual embeddings can be used to
render qualitative unsupervised clusterings of au-
thor attributions in medieval Latin. We examined
the embeddings of four distinct transformer mod-



els and found, through both intrinsic and extrinsic
evaluation, that long-document transformer mod-
els lead to the best available clusterings. While
close-reading and traditional feature-based meth-
ods are still needed to conclusively determine the
authenticity or attribution of (ancient) manuscripts,
we believe that transfer learning methods can be
used as an early diagnostic tool for both outlier de-
tection and narrowing the search space within large
medieval document collections.
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A. Appendix A

Parameter Value
Lattice Dimension 10x25
Learning Rate 0.7
Neighborhood Function Gaussian
Distance Metric Cosine Distance
Topology Configuration Hexagonal
Neighborhood Radius 6
Training lterations 1000

Table 2: Training configuration for the SOM algo-
rithms. All SOM representations were trained using
identical parameters.

B. Appendix B

O Pietro della Vigna dante Alighieri x
Guido Faba Guido Da Pisa

X Guido De Columnis 5= Bene Florentius x

© Ryccardus De Sancto Germano lohannes De Plano Carpini

[0 Boncompagno Da Sigha O Benvenuto Da Imola

<> Giovanni Boccaccio © Raimundus Lullus x
Nicola Trevet X Giovanni Del Virgillio

/A lohannes De Appia

Figure 2: Complete legend of all 22 authors for the
SOM visualisations.
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Zono De Magnalis
Filippo Villiani
lacobus De Varagine
Pietro Alighieri
Clara Assisiensis
lulianus De Spira
Graziolo Bambaglioli
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Figure 3: Visualisation of the trained self-organizing map using the mDeBERTaV3 embeddings as
document representations.
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Figure 4: Visualisation of the trained self-organizing map using the Latin RoBERTa embeddings as
document representations.
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Figure 5: Visualisation of the trained self-organizing map using the mBERT embeddings as document
representations.
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