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Abstract
The SPEADO model for sentence segmentation and punctuation tasks in ancient Chinese texts is proposed, which
incorporates text chunking and MinHash indexing techniques to realise example argumentation. Additionally,
decoding optimization strategies are introduced to direct the attention of the LLM model towards punctuation errors
and address the issue of uncontrollable output. Experimental results show that the F1 score of the proposed method
exceeds the baseline model by 14.18%, indicating a significant improvement in performance.
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1. Introduction

Ancient texts, a crucial component of Chinese cul-
ture, are abundant in historical, cultural, and ideo-
logical value. However, their distinctive ancient writ-
ing style often lacks explicit sentence breaks and
punctuation, rendering them difficult to read and
comprehend. While traditional manual annotation
methods can provide assistance, the vast quantity
of ancient Chinese texts makes manual process-
ing inefficient and costly, limiting digital processing
and large-scale research efforts. Fortunately, with
the advancements in Large Language Model (LLM)
technologies, it has become more feasible to effi-
ciently tackle this challenge.

This task can be regarded as a generation
task, involving the conversion of unpunctuated
sentences into punctuated ones. LLMs, such as
XunziALLM, have demonstrated remarkable funda-
mental capabilities in this regard. We propose an
augmentation method inspired by human learning
through examples, coupled with decoding strate-
gies to enhance task focus and output control. Fine-
tuning with LoRA enables our SPEADO model to
learn the skill of punctuating ancient Chinese texts,
significantly improving performance over baseline
models.

2. Related Work

The sentence segmentation and punctuation tasks
are crucial for parsing the meaning of Ancient Chi-
nese texts. Research on automated annotation
methods for these tasks can be categorized into
several stages: rule-based, statistical, and deep
learning approaches. Early attempts to these tasks
primarily relied on rule-based systems (Huang and
Hou, 2008). While effective in some cases, rule-

based approaches often struggled with ambigu-
ous syntactic structures and variations in writing
styles. Moreover, maintaining and updating rule
sets proved to be labor-intensive and prone to er-
rors. Therefore, researchers started exploring nat-
ural language statistical modeling, particularly the
development of N-gram models that capitalized on
contextual features to predict sentence boundaries
(Cheng et al., 2007).

With the development of the field of deep learn-
ing and the advancement of sentence segmenta-
tion and punctuation tasks in Acient Chinese, mod-
els such as BERT, LSTM/BiLSTM, and CRF (Yu
et al., 2019; Wang et al., 2021) have been proven to
exhibit strong performance in there.Subsequently,
researchers have shifted their focus towards opti-
mizing these network architecture.

Some researchers have focused on optimizing
pre-trained models and, based on large-scale Clas-
sical Chinese datasets, have respectively trained
pre-trained models tailored for Classical Chinese,
namely BERT_guwen and SikuBERT. Some schol-
ars have incorporated fine-grained textual knowl-
edge and adjusted the model structure using CNN
and BiLSTM, proposing the BBiCC-EK (BBiC-CNN-
External Knowledge) model (Li et al., 2023). More-
over, Considering that separating punctuation and
sentence segmentation in classical texts into two
sequential tasks may lead to error propagation,
some studies treat the segmentation and punctu-
ation of ancient texts as a joint task (Yuan et al.,
2022).

Notable Chinese LLMs include Baidu’s Ernie (Yu
et al., 2021) and Alibaba Cloud’s Qwen (Jinze et al.,
2023), demonstrating excellent language under-
standing and generation abilities. For Acient Chi-
nese, Nanjing Agricultural University and Zhonghua
Book Company’s joint efforts have produced a se-
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ries of LLMs specialized in processing classical
texts, named as the XunziALLM. These models
exhibit impressive performance in handling An-
cient Chinese textual information. Leveraging Xun-
ziALLM as base model and optimizing it for the joint
task like punctuation and sentence segmentation
in classical texts seems like a promising choice.

3. Method
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Figure 1: Architecture of SPEADO.

Recognizing that the punctuation in ancient Chi-
nese texts encodes crucial information for sentence
segmentation, we have merged the tasks of auto-
matic sentence segmentation and punctuation, in-
troducing an integrated approach named SPEADO.
SPEADO, an acronym for sentence segmentation
and punctuation via example augmentation and
decoding optimization, offers a comprehensive so-
lution to the challenges posed by these tasks. As
depicted in Figure 1, SPEADO comprises three
core modules: text chunking, example augmenta-
tion, and decoding optimization.

3.1. Chunking Process

Because the lengths of the samples in the training
data vary significantly, directly utilizing each row
as a standalone sample for input into the training
network can result in truncation issues and hinder
the training speed. To mitigate this issue, we have
employed a sliding window mechanism that divides
the training dataset into chunks, thereby enabling
the generation of additional training samples.

As depicted in Figure 2, let us consider the raw
text X comprising of m sentences, denoted as
X = x1, · · · , xm. We proceed to transform X into a
series of length-constrained chunks, designated as
C = {c1, c2, ..., cn}. In the process of conversion,
we traverse X from the left to the right, iteratively
generating each chunk ci in the following manner:

Overlapping Window 

Chunk Window 

Figure 2: Illustration of Overlapping Chunks.

1. The chunk ci starts at xa and ends at some xb,
where a ≤ b ≤ m, and the initial value of a is
1;

2. Find the largest value b that satisfies∑b
k=a len(xk) ≤ β1;

3. Set the chunk ci = {xa, xa+1, · · · , xb};

4. Starting from xb, backtrack to find the smallest
value c ≥ 1 that satisfies

∑b
k=c len(xk) ≤ β2;

5. Set a = b, repeat step 1, and obtain all valid
chunks in turn.

Here, β1 represents the maximum value for the
window size of a text chunk, while β2 denotes the
maximum value for the overlapping window.

3.2. Example Augmentation
When humans tackle tasks, the provision of per-
tinent reference information greatly aids in their
resolution. Drawing inspiration from this, we incor-
porate correct reference examples with the original
text during the training process of our model for
automatic punctuation of ancient texts. This allows
LLM to refer to relevant information to better per-
form the punctuation task.

To achieve this, we pre-construct a MinHash in-
dex for the text chunks obtained in the previous
step. The utilization of MinHash, rather than text
embedding techniques, stems from the fact that
semantic embedding models exhibit limited effec-
tiveness in comprehending ancient Chinese texts.
Consequently, MinHash is more adept at retrieving
and matching character similarity. After performing
the MinHash operation, a reference index database
(i.e., Ref Index) is created for the text chunks, en-
abling us to retrieve examples for reference pur-
poses.

For a manually punctuated text chunk c, we es-
tablish the punctuated text as the gold standard and
proceed to strip it of all punctuation, yielding the raw
text that requires punctuation prediction. Subse-
quently, we compute the MinHash value of the raw
text and utilize it to retrieve a similar text from the
refdb, designated as the reference text. The raw
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text, reference text, and the original punctuated text
are then merged according to a prescribed prompt
template, culminating in a comprehensive training
data input tailored for supervised fine-tuning within
LLM.

3.3. Decoding Optimization
After fine-tuning, the LLM still demonstrates unpre-
dictable behavior during prediction, such as gen-
erating characters that are neither punctuation nor
original text, and reproducing entire sentences with-
out any modification. To tackle this issue, we have
incorporated three types of optimization techniques
during the model decoding process.

Firstly, we refined the loss function during train-
ing to prioritize punctuation errors. Whenever the
punctuation placement in the output is inaccurate,
we enhance the original loss value using a factor,
λ, set to 0.05 in our experiments.

Secondly, during prediction, we imposed a de-
coding constraint that confines the next predicted
character to either the original input character or
punctuation marks. Subsequently, we selected the
character with the highest logits value from this
constrained set as the final prediction, effectively
addressing issues pertaining to inconsistent output
characters.

Lastly, we utilized a voting mechanism for un-
changed sentences after prediction. We trained
three models using LoRA fine-tuning based on the
Xunzi-Qwen-7B. These included SPEADO-A (stan-
dard LoRA fine-tuning), SPEADO-B (with exam-
ple augmentation), and SPEADO-C (with loss ad-
justment). These three models form the expert
model, which votes on unmodified sentences and
re-selects the prediction results.

4. Experiments

4.1. Data and Evaluation Metrics
We employed the dataset provided by the Eva-
Han2024 organizers for both training and testing.
The training set included 10 million characters ex-
tracted from the Complete Library of Four Branches.
The test sets comprise A and B, where the former
refers to the data released initially, and the latter
refers to the Zuozhuan data released the second
time.

In the model validation phase, we randomly sam-
pled 10,000 lines of text without replacement from
the training set to create a validation set, reserving
the remaining data for model training, to observe
the varying impacts of different factors on the model.
In the final stage, we utilized all the data as the train-
ing set to predict on the test sets. The prediction
results were then submitted to the organizers for

metric calculations. Table 1 presents the detailed
statistical information of the dataset.

Dataset Samples Max Len Avg Len
Training Set 254,360 29,907 93
Validation Set 10,000 3,546 116
Test Set - A 412 1,569 122
Test Set - B 3,319 656 59

Table 1: Statistics of EvaHan2024 dataset.

Table 1 reveals a considerable disparity in the av-
erage length of samples, with the longest sentence
in the training set spanning 29,907 characters while
averaging just 93. To mitigate this and enhance
our dataset, we divided the raw text into chunks
using parameters β1 = 256 and β2 = 128. This
approach not only augmented our sample size but
also addressed the challenge of excessively long
inputs.

Following the convention of Seg and Punc tag-
ging, we use Precision (P), Recall (R), and F1 Score
as the evaluation metrics for all experiments. All
the results are presented in percentages (%).

4.2. Implementation Details
For all experiments, we utilize the Xunzi-Qwen-7B
as the backbone, employing a learning rate of 1×
10E − 5 for the PLM. We adopt AdamW as the
optimizer and WarmupDecayLR as the scheduler.
Each GPU is assigned a micro-batch size of 2 for
training. All our experiments are conducted on
A100 GPUs, requiring approximately 60GiB of GPU
memory and taking around 12 hours to achieve
optimal performance.

4.3. Results
We compared five different methods on the vali-
dation set, and the results are presented in Table
2.

In Table 2, M1 directly utilizes the Xunzi-Qwen-
7B-CHAT model, revealing that the instructed LLM
already possesses a certain level of ability in seg-
mentation and punctuation task. M2 fine-tunes
the Xunzi-Qwen-7B base model using LoRA, sig-
nificantly improving the performance compared
to the chat model, emphasizing the necessity of
secondary training for specific tasks. M3 corre-
sponds to the results after fine-tuning with the Xunzi-
Baichuan-7B base model, aimed at verifying the
differences between various base models. The
data indicates that Xunzi-Qwen-7B slightly outper-
forms Xunzi-Baichuan-7B in this task, leading to
our choice of Xunzi-Qwen-7B as our base model.
M4 investigates the impact of weighting the loss

related to punctuation positions during training. We
observed a slight decline in certain metrics. Upon
analysis, we found that the model’s sensitivity to
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ID Base Model Tuning Method Seg Punc
P (%) R(%) F1(%) P (%) R(%) F1(%)

M1 Xunzi-Qwen-7B-CHAT — 69.60 76.61 72.94 55.02 60.56 57.65
M2 Xunzi-Qwen-7B LoRA 75.10 81.57 78.20 62.22 67.57 64.78
M3 Xunzi-Baichuan-7B LoRA 75.28 80.80 77.95 62.33 66.90 64.54
M4 Xunzi-Qwen-7B LoRA 74.35 80.80 77.40 61.17 66.48 63.71
M5 Xunzi-Qwen-7B LoRA 75.93 81.90 78.80 62.82 67.75 65.19

Table 2: Comparison of different methods on the validation set.

Test Sets Model Seg Punc
P (%) R(%) F1(%) P (%) R(%) F1(%)

Test Set - A
Xunzi-Qwen-7B-CHAT 90.53 66.12 76.42 73.52 52.22 61.06

ChatGPT 3.5 83.81 59.85 69.83 63.90 43.88 52.03
SPEADO 90.99 85.99 88.42 78.75 72.02 75.24

Test Set - B Xunzi-Qwen-7B-CHAT 95.28 87.17 91.04 79.25 72.09 75.50
SPEADO 95.05 90.05 92.48 82.92 77.30 80.01

Table 3: Comparison of various methods on the test sets. The asterisk (*) signifies that the EvaHan2024
organizer supplied the test results.

punctuation positions increased, resulting in more
precise and nuanced punctuation usage. However,
this enhanced sensitivity also led to the generation
of redundant punctuation marks. Further explo-
ration is needed to retain the model’s stronger cor-
rection abilities while suppressing excessive mod-
ifications. M5 introduces an example augmenta-
tion technique, which enables the model to bet-
ter tackle the task by providing similar reference
examples. This method demonstrated significant
effectiveness.

During the testing phase, we introduced a com-
prehensive decoding enhancement strategy, em-
ploying M2, M4 and M5 as expert model A, B, and
C, respectively, to form the complete SPEADO
model for prediction. As shown in Table 3, it is
evident that SPEADO significantly improves the ef-
fectiveness of the tasks compared to the baseline
model, Xunzi-Qwen-7B-CHAT.

5. Conclusion

Drawing from the previously mentioned research,
it becomes apparent that the combination of exam-
ple augmentation and decoding optimization can
greatly enhance the abilities of LLMs in understand-
ing and addressing tasks related to sentence seg-
mentation and punctuation in ancient Chinese texts.
This approach effectively tackles the challenge of
uncontrollable output that is typically inherent in
LLMs. Furthermore, training on the LLM-base has
proven to be a more efficient and targeted means
of achieving specific task objectives, surpassing
the performance of the LLM-chat version.
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