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Abstract
Text embeddings provide a concise representation of the semantics of sentences and larger spans of text, rather than
individual words, capturing a wide range of linguistic features. They have found increasing application to a variety
of NLP tasks, including machine translation and natural language inference. While most recent breakthroughs in
task performance are being achieved by large scale distributional models, there is a growing disconnection between
their knowledge representation and traditional semantics, which hinders efforts to capture such knowledge in human
interpretable form or explain model inference behaviour. In this tutorial, we examine from basics to the cutting edge
research on the analysis and control of text representations, aiming to shorten the gap between deep latent semantics
and formal symbolics. This includes the considerations on knowledge formalisation, the linguistic information that can
be extracted and measured from distributional models, and intervention techniques that enable explainable reasoning
and controllable text generation, covering methods from pooling to LLM-based.

1. Introduction

Despite the recent language models’ increasing
feats of state-of-the-art performance in a large vari-
ety of NLP tasks, there is a growing disconnection
between their knowledge representation and tradi-
tional semantics, which hinders efforts to capture
such knowledge in human interpretable form or
explain model inference behaviour. To address
this disconnection, numerous approaches have
been proposed to approximate deep latent repre-
sentations to symbolic models grounded on formal
linguistics and well-defined mathematical proper-
ties. Those approaches are mostly developed over
sentence and paragraph models, not only due to
computational capacity and cost considerations,
but also due to their semantic and structural inde-
pendence as linguistic units (Allerton, 1969), al-
lowing the representation of relationships between
words. Such relationships are a necessary element
to improve performance on certain tasks, such
as information retrieval and machine translation.
Thus targeting them strikes a balance between per-
formance scaling and traceability of the captured
knowledge.

Research on this topic has steadily advanced
together with the general text embedding ef-
forts (Pragst et al., 2020; Liao, 2021), but has
gained increased attention in recent years, due
to interpretability, control and safety limitations of
state-of-the art, very large language models (LLMs).
Thus, a key research question is how to harmonise
the flexibility and task delivery provided by large
distributional models to the ability to trace its knowl-
edge and behaviour in terms of well-defined formal
properties. Sentence and paragraph representa-

tion models allow experimentation with a focused
scope, bringing a diverse set of contributions with
fast turnaround. Some of those contributions are
then applied to the larger models (Li et al., 2020),
which leads to a positive cycle of improvement.
Furthermore, solutions involving explainability and
safeguarding of conversational models inevitably
touch the matter of compositionality in natural lan-
guage, which is an important aspect of text repre-
sentation research.

However, the diversity of contributions in this
subject also brings fragmentation of the commu-
nity awareness to common issues, which causes
considerable replication of efforts, terminology in-
consistencies and overall missed oportunities. An
important step to alleviate such issues would be
compiling and structuring the main advances and
knowledge gained within this subject, and present
them in a summarised form to a broad NLP / distri-
butional semantics public.

With this tutorial, we propose to introduce the
field of neuro-symbolic methods in text representa-
tion to a broader NLP audience and to promote con-
structive discussion among researchers in this topic.
This will be achieved by presenting an overview of
the evolution on symbolic-aware latent representa-
tions, focused on sentence embeddings, starting
from their pure distributional origins as an extension
of word embedding methods (Kiros et al., 2015) and
covering their evolving approaches, including ten-
sor pooling, contrastive learning and autoencoders,
up to the most recent incorporation of LLMs. We
give special attention to the issues of explainability
and control, which are of crescent relevance to the
NLP community as a whole.
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2. Target Audience

This tutorial is targeted at both academics and prac-
titioners who would like to have a better understand-
ing of the interface between formal linguistics and
how they manifest within transformer-based mod-
els, and the opportunities and challenges brought
by extracting and manipulating symbolic properties
in latent spaces. The topics are to be presented in a
concise and informative way, not diving into minute
technical details of the discussed approaches.

Attendees should have a basic understanding of
text embeddings, the transformer architecture and
a firm undertanding of basic NLP/CL terminology,
such as syntax, semantics, part-of-speech and se-
mantic role labeling. A basic understanding of the
mathematical foundation on different loss/objective
functions and set theory will certainly improve the
tutorial experience, but are not required.

3. Outline

The tutorial is organised to follow a conceptual and
chronological order, prioritising the understanding
of concepts and then their application. It is divided
in the following chapters:

The evolutionary arch from word
embeddings to LLMs vs. formal linguistics
We present the motivation and intuition behind
the construction of sentence/paragraph embedding
models. Starting from their first popularisation as
an extension of word embedding models (Kiros
et al., 2015) and their applications to the employ-
ment of transformer-based architectures (Reimers
and Gurevych, 2019; Sanh et al., 2019; Wang et al.,
2020; Ni et al., 2022). We explore the characteris-
tics, improvements and shortcomings of the main
approaches, contrasting the evolution of distribu-
tional semantics with the staticity of formal linguis-
tics, along with the relevant datasets, metrics and
benchmarks. This chapter provides a foundation
for understanding the topic.

Contrastive learning and conceptual
modeling
Considering the most basic goal of obtaining a sen-
tence representation that can be compared to oth-
ers for measuring semantic similarity, i.e., whether
two sentences have similar meaning, it is not supris-
ing that contrastive learning is among the most
popular approaches for this end (Tan et al., 2022a;
Cheng et al., 2023; Wang et al., 2022; Wu et al.,
2022). Contrastive learning works by presenting a
set of similar (positive) and dissimilar (negative) ex-
amples w.r.t. to a given sample, so that the model

learns to place similar ones closer to each other and
push apart the dissimilar ones in its latent space.

Another relevant way of learning sentence repre-
sentations is by leveraging structured knowledge
bases of declarative sentences such as definitions,
e.g., dictionaries. The intuition in this case being
that similar concepts are defined with similar sen-
tences (Hill et al., 2016; Tsukagoshi et al., 2021).
Studies on this problem led to the formulation of a
NLP task called definition modeling dedicated to
learning embeddings from definition sentences (No-
raset et al., 2017).

This chapter explores the major concepts and
relevant works on contrastive learning for sentence
representation and conceptual modeling, covering
their main achievements and how they are used
currently.

Interpretability and formal linguistics

Explainable and interpretable representations are
the ones that can be decomposed into factors that
are traceable to human understandable concepts.
For example, a sentence representation consisting
in only two features: the length of the sentence
(number of words) and if the sentence is a question
or not, is an interpretable one, as both features are
easily understood by humans.

Distributed latent embeddings are typically not
interpretable, which means that inference results
obtained from their application are obscure to hu-
mans. This limits their application possibilities and
brings safety / bias concerns. For this reason, signif-
icant attention is being directed towards the creation
of explainable representations, specially regarding
models dedicated to sensitive tasks or facing the
public. Formal syntactic and semantic concepts,
such as subject/object and agent/action, provide
a strong grounding for the interpretation of latent
features if they can be represented in such models.

This chapter deals with different interpretability
concerns and approaches, covering the three lev-
els of transparency in explainable AI: algorithmic
transparency, decomposability and simulatability,
from a text embedding perspective.

Disentanglement and separability

One of the ways to improve explainability is by dis-
entanglement or separation of representations. Dis-
entanglement consists in the separation of trace-
able factors by binding them to different dimensions
(or set of). For example, having the number (singu-
lar/plural) of a subject, or time (past/present/future)
of a verb strongly tied to a single or limited set
of dimensions of the representation. Separability
refers to spatially distinguishable clusters in the
latent space. For example, having all sentences
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with “television” as subject being in a enclosed re-
gion in the latent space. Having had significant
success in the Computer Vision field, different dis-
entanglement and separability approaches are re-
cently being explored in NLP, notably in sentence
representation models (Hu et al., 2017; Chen et al.,
2019; Mercatali and Freitas, 2021; Carvalho et al.,
2022b).

This chapter explores important concepts regard-
ing the disentanglement/separability of sentence
embeddings and how they help achieving explain-
ability.

Control mechanisms for text generation
and inference over latent spaces
Most of the current breakthroughs in NLP are re-
lated to generative language models, which brought
unprecedent levels of attention to such methods
both within the NLP community and by the gen-
eral public. The speed in which this technology
has been adopted in a variety of real-world scenar-
ios, from computer programming to medicine, also
helped to raise concerns regarding safety, social
biases and explainability of the text generated by
these systems. Those concerns ultimately trans-
late in the necessity of better control mechanisms
over generative models, which are discussed in
this chapter, specifically for the case of sentence
generation with emphasis on intervention routes
through the models’ latent spaces, including disen-
tanglement of generative factors (Hu et al., 2017;
Mercatali and Freitas, 2021) and linguistic-aware
loss functions (Chen et al., 2019).

The role of compositionality in improving
representations
One key aspect of condensing sentence informa-
tion is capturing the relationships between words
and how their combination brings forth new mean-
ing: the compositional aspect of language. Compo-
sitionality has a pivotal role in the improvement
of text representations as the ability to decon-
struct relationships such as ellipsis (Wijnholds and
Sadrzadeh, 2019) and adjectival modifiers (Car-
valho et al., 2022a) can be used to express them
in terms of latent space transformations, which pro-
vide a mean of linguistic grounded explainability
and control.

This chapter discusses central concepts on com-
positionality, as well as the findings of seminal and
recent studies on this subject and their implications.

Employing Autoencoders for efficiency
and control
In recent years, Autoencoder architectures became
the foundation of a cascade of important contribu-

tions to text representation research. They enable
the combination of pre-trained encoder and de-
coder models to learn highly optimised text embed-
dings (Li et al., 2020), without the need of re-training
complex encoders/decoders. Such optimised em-
beddings can then be analysed and interventions
can be applied directly to the Autoencoder latent
space (Carvalho et al., 2022b).

In this chapter we explore the benefits and limi-
tations of Autoencoder architectures for sentence
embedding and some of their recent developments.

Controlling the semantic properties of
large language models
Following the Autoencoder (AE) based develop-
ments, we get to the latest incorporation of large lan-
guage models (LLMs), such as the GPT or LLaMa
families, to sentence embedding techniques. While
there are still many open research questions re-
garding the nature of the knowledge embedded
in LLM latent spaces, there is a growing consen-
sus on that filtering such knowledge is crucial in
enabling their effective and safe use (Meng et al.
(2022); Wu et al. (2024); Petroni et al. (2019); Dai
et al. (2022), among others), and that it is a certain
way of obtaining better text representations (Wije-
siriwardene et al., 2024; Zhang et al., 2024). This
chapter discusses the main current approaches to
achieve semantic control over LLM models, with an
emphasis on AE-based studies, but also covering
other methods.

Probing sentence latent spaces:
geometrical and linguistic properties
Finally, the last chapter discusses techniques for
analysis and control of the sentence representa-
tions, in particular through intervention to the mod-
eled latent spaces. Namely, different probing meth-
ods, and the analysis of geometrical and linguistic
properties of the embedding space, such as vec-
tor arithmetic, semantic continuity, syntactic and
semantic role representation and compositional-
ity. The knowledge gained from all the previous
chapters is visited here, so the participants can ap-
preciate the development context of the discussed
techniques, as well as their strong and weak points.

Hands-on: Probing Large Language VAEs
with LangSpace & LangVAE
In tandem with the discussions on latent space
control mechanisms and probing techniques, we
demonstrate the applicability and impact of said
techniques to current language models hosted in
HuggingFace, in a hands-on coding session us-
ing our recently developed toolkit. This covers the
quick creation and fine tuning of large language
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VAEs from stock LLMs, and the probing of created
models on predefined tasks using the LangVAE1

and LangSpace2 libraries, respectively.

4. Reading List

Relevant materials to read prior to attending the
tutorial include:

• The 2013 review paper: Representation Learn-
ing: A Review and New Perspectives (Bengio
et al., 2013).

• The book Natural language processing with
transformers (Tunstall et al., 2022)

• The 2020 paper: Explainable Artificial Intelli-
gence (XAI): Concepts, taxonomies, oppor-
tunities and challenges toward responsible
AI (Arrieta et al., 2020).

Further information in the topic can be found in
the cited literature and also:

• The book Representation learning for natural
language processing (Liu et al., 2023).

• Other relevant papers: (Conneau et al., 2018;
Kelly et al., 2020; Zhu and de Melo, 2020; Tan
et al., 2022b; Opitz and Frank, 2022)

5. Resources

The tutorial resources (slides, code, etc.)
will be made available at the web ad-
dress: https://danilosc.com/events/
tutorial-lrec-2024 and by the ACL anthol-
ogy portal.

6. Presenters

Danilo S. Carvalho is a Principal Clinical In-
formatician (Research Associate) at the National
Biomarker Centre, Cancer Research UK - Manch-
ester Institute, at the University of Manchester,
working on Safe and Explainable Artificial Intelli-
gence (AI) architectures. He has experience in both
industry and academia, having presented works at
multiple international conferences over the past 10
years, such as EACL and ESANN. His main area
of expertise is representation learning for NLP and
his research interests include explainable AI and
legal and patent text processing.

1https://github.com/neuro-symbolic-ai/
LangVAE

2https://github.com/neuro-symbolic-ai/
LangSpace

Yingji Zhang is a 3rd year PhD student at the
University of Manchester. His research interests
include natural language inference, controllable nat-
ural language generation, and disentangled repre-
sentation learning.

Andre Freitas is a Senior Lecturer at the De-
partment of Computer Science at the University
of Manchester. He leads the Neuro-symbolic AI
group at Idiap and at the Department of Computer
Science at the University of Manchester. His main
research interests are on enabling the development
of AI methods to support abstract, explainable and
flexible inference. In particular, he investigates how
the combination of neural and symbolic data rep-
resentation paradigms can deliver better inference.
Some of his research topics include: explanation
generation, natural language inference, explain-
able question answering, knowledge graphs and
open information extraction.

7. Ethics Statement

The analysis and control of text generation models
facing end users need to deal with ethics issues
regarding biased and potentially unsafe (offensive,
incorrect or misleading) outputs. The tutorial also
seeks to inform the participants of these issues and
the importance of mitigating them with or without
the materials discussed.
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