
LREC-COLING 2024 Tutorials, pages 73–79
20-25 May, 2024. © 2024 ELRA Language Resource Association: CC BY-NC 4.0

73

Addressing Bias and Hallucination in Large Language Models

Nihar Sahoo∗, Ashita Saxena∗, Kishan Maharaj∗, Arif Ahmad∗,
Abhijit Mishra†, Pushpak Bhattacharyya∗
∗CFILT, Indian Institute of Technology Bombay, India,

† University of Texas at Austin, Texas, USA
{nihar, ashitasaxena, kishan, pb}@cse.iitb.ac.in, arifahmadpeace@gmail.com,

abhijitmishra@utexas.edu

Abstract
In the landscape of natural language processing (NLP), addressing the challenges of bias and hallucination is
paramount to ensuring the ethical and unbiased development of Large Language Models (LLMs). This tutorial delves
into the intricate dimensions of LLMs, shedding light on the critical importance of understanding and mitigating the
profound impacts of bias and hallucination. The tutorial begins with discussions on the complexity of bias propagation
in LLM development, where we dissect its origins and far-reaching impacts along with the automatic evaluation metrics
for bias measurement. We then present innovative methodologies for mitigating diverse forms of bias, including both
static and contextualized word embeddings and robust benchmarking strategies. In addition, the tutorial explores the
interlinkage between hallucination and bias in LLMs by shedding light on how bias can be perceived as a hallucination
problem. Furthermore, we also talk about cognitively-inspired deep learning frameworks for hallucination detection
which leverages human gaze behavior. Ultimately, this cutting-edge tutorial serves as a guiding light, equipping
participants with indispensable tools and insights to navigate the ethical complexities of LLMs, thus paving the way
for the development of unbiased and ethically robust NLP systems.

1. Introduction

Large Language Models (LLMs) represent a cutting-
edge class of AI models guided by specific prompts
to generate tailored outputs, revolutionizing diverse
sectors worldwide. These models, exemplified by
ChatGPT and Google Bard, alongside open-source
counterparts like Dolly 2.0 and LLaMa2.0, have
garnered immense popularity. LLMs are poised
to underpin transformative advancements across
developed and developing societies, including fa-
cilitating cross-language communication, personal-
izing education, propelling healthcare innovations,
ultimately ensuring broader accessibility to digital
content and services for diverse audiences. How-
ever, amidst their astounding capabilities, LLMs are
not without their challenges. This tutorial provides
a comprehensive overview of two critical aspects of
LLMs: bias and hallucination, with a predominant
focus on bias.

We begin the tutorial with a primer on Language
Models (LLMs), providing an overview of their train-
ing methods, variations, and historical development.
We also highlight the ethical considerations perti-
nent to their deployment in practical contexts.

Given the significant impact of bias in LLMs, we
then proceed to the first segment where, we define
bias formally, outlining its types and the rationale
behind its study. Subsequently, we explore the
origins of bias in NLP pipelines, with a particular
emphasis on the role of hallucination in the prop-
agation of biased content and its implications in
different domains. To address and alleviate bias,
we then present several approaches, focusing on

methods for both static and contextualized word
embeddings. The importance of benchmarking
datasets in the identification of bias is underscored,
alongside an introduction to specific benchmarks
tailored for quantifying bias, including the extraction
of social bias from hate speech.

We then discuss bias from the lens of halluci-
nation, which highlights the parallel between the
presence of bias and hallucination. We conclude
this discussion with a glimpse of cognitively inspired
hallucination detection.

We hope this tutorial acts as a beacon, providing
participants with essential resources and knowl-
edge to navigate the ethical intricacies of LLMs,
thereby facilitating the creation of impartial and
morally sound NLP systems. We have made all the
materials of this tutorial publicly available 1.

2. Target Audience

The target audiences include researchers and in-
dustry practitioners working on NLP tasks who ex-
tensively use LLMs for research or applications.
This tutorial will give them an in-depth understand-
ing of how to develop and fine-tune efficient yet eth-
ically sound LLMs. We will also provide application-
based demos and code walkthroughs for program-
ming enthusiasts interested in the internal workings
of these techniques.

1Tutorial Website

https://www.cse.iitb.ac.in/~nihar/LREC_COLING_2024/
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3. Outline

Duration: Half Day
3.1. Introduction to LLMs
[Duration: 20 mins]

1. Language modeling: Task and Types
2. LLM paradigms: Dataset, training, evaluation
3. Evolution of LLMs
4. Ethical concerns

3.2. Understanding of Bias in LLMs
[Duration: 15 mins]

1. Bias definition and its types
2. Sources of bias in LLM development pipelines
3. Hallucination as a reason for bias
4. Downstream impact

3.3. Approaches for Bias detection
[Duration: 40 mins]

1. Bias Metrics: WEAT, SEAT, and MAC
2. Bias assessment in static word embeddings:

Using PCA and Nullspace projection
3. Identifying Undesirable associations in Trans-

formers: multi-headed attention Layer analysis
4. Intersectional biases across social axes: Gen-

der and Race, Gender and Religion
5. Datasets and source of biases within data
6. Popular multilingual approaches: Few-shot,

continuous pretraining, and prompting

Tea Break
3.4. Approaches for bias mitigation
[Duration: 40 mins]

1. Word embeddings: Soft and Hard debiasing
2. Debiasing context-representations
3. Designing Fairness-oriented loss functions
4. Counter-narratives based Debasing
5. Debiasing using prompting

3.5. Bias benchmarking Datasets
[Duration: 25 mins]

1. Importance of benchmarking datasets
2. Benchmarks for bias quantification: Stereoset,

Crows-Pairs, BBQ, BIOS, and IndiBias

3.6. Bias from the lens of Hallucination
[Duration: 10 mins]

1. Parallels between the presence of bias and
hallucination in machine-generated text

2. Possible causes of biases in hallucinated con-
tent

3.7. Cognitively inspired approaches for
Hallucination detection

[Duration: 10 mins]

1. Basics of cognitively inspired deep learning
methods

2. Behavioural insights related to hallucination
and attention bias

3. Cognitively inspired deep learning architecture
for hallucination detection

3.8. Open Problems and Future scope
[Duration: 10 mins]

3.9. Conclusion and Closing Remarks
[Duration: 10 mins]

4. Outline Description

4.1. Introduction to LLMs
The introduction section, spanning 20 minutes, out-
lines the fundamental aspects of Language Models
(LLMs) by discussing language modeling as a task
and the various types of such models. It further
highlights the key paradigms governing LLMs, in-
cluding dataset, training, and evaluation, while trac-
ing their evolutionary trajectory. Lastly, the segment
underscores the ethical considerations associated
with the use of LLMs.

4.2. Understanding of Bias in LMs
In this section, spanning 30 minutes, the focus is
on comprehending bias in Language Models (LMs).
The discussion includes an elucidation of bias and
its various types, such as gender, racial, and cul-
tural biases (Singh et al., 2022; Crawford, 2017).
We will also discuss data-bias, algorithmic and user-
interaction driven biases (Hovy and Spruit, 2016;
Vig et al., 2020) and highlight the role of hallucina-
tion as a contributing factor, followed by the down-
stream impacts of bias across various sensitive
domains such as healthcare.

4.3. Approaches for Bias Detection
This section of 45 minutes covers NLP-based bias
detection methods. Initially, we discuss the method-
ologies that quantify text data bias using WEAT
(Caliskan et al., 2017), SEAT (Liang et al., 2020),
and MAC (Manzini et al., 2019) metrics. Then we
discuss the methods for detecting biases at various
levels of text-processing, e.g., word-embeddings
(Bolukbasi et al., 2016) followed by contextualized
sentence embeddings (Zhao et al., 2019; Garimella
et al., 2021). The section also discusses intersec-
tional biases (Tan and Celis, 2019; Lalor et al.,
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2022) in different languages and cultures. The
importance of dataset biases and bias detection
methods for multilingual LLMs (Sahoo et al., 2023),
including few-shot and continuous pretraining, will
also be highlighted.

4.4. Approaches for bias mitigation
This segment covers various techniques for mitigat-
ing bias, including strategies such as soft and hard
debiasing in word embeddings (Bolukbasi et al.,
2016), and debiasing context-representations in
Transformer based models. We will also delve into
modern zero-shot techniques such as debiasing
via prompts that guide models to produce unbiased
results at inference time (Guo et al., 2022; Schick
et al., 2021). Some other relevant topics such as
Fairness-oriented Loss Functions (Zhang et al.,
2018), counter-narratives (Sahoo et al., 2024a)
based language rectification and debiasing (Sahoo
et al., 2022) will also be highlighted.

4.5. Bias benchmarking datasets
In this section, we will discuss the significance of
benchmarking datasets for bias evaluation. Sev-
eral benchmarking datasets, such as Stereoset
(Nadeem et al., 2021), Crows-Pairs (Nangia et al.,
2020), BBQ (Parrish et al., 2022), BIOS (De-
Arteaga et al., 2019), and IndiBias (Sahoo et al.,
2024b), have emerged as valuable tools for measur-
ing and assessing bias in language models. These
benchmarks facilitate a standardized approach to
assessing and comparing the performance of mod-
els in terms of bias mitigation and awareness.

Then we will discuss the biased behavior of the
model from the lens of hallucination and conclude
the overall tutorial with open questions, Q&A with
audience followed by closing remarks.

4.6. Bias from the lens of Hallucination
In this section, we will highlight the presence of bias
in hallucinated content. Hallucination is a challeng-
ing problem in this era of LLMs. The hallucinated
content often contain biases. We will talk about
the causes of biases and hallucinations and their
similarities in this section.

4.7. Cognitively inspired approaches for
Hallucination detection

In this section, we will draw parallels between hu-
man cognitive behaviour and deep learning method-
ologies for addressing the problem of hallucination
detection (Mahowald et al., 2023; Maharaj et al.,
2023). We will delve into the diverse cognitive in-
sights and advantages that arise from integrating
cognitive signals such as human eye-tracking data

into deep learning-based architectures for halluci-
nation assessment.

5. Diversity Considerations

We acknowledge the critical importance of incor-
porating diverse perspectives in the discussion of
bias and hallucination within LLMs. This tutorial
emphasizes the significance of including voices
from underrepresented communities and diverse
backgrounds, recognizing the nuanced impact of
cultural and linguistic diversity on the understanding
and mitigation of bias and hallucination. Notably, all
presenters hail from different regions of India and
the USA, representing a rich tapestry of language
and cultural backgrounds, fostering a comprehen-
sive exploration of these intricate NLP challenges
from various global viewpoints.

6. Reading List

We intend to make the tutorial self-contained. The
tutorial materials such as the slides and video
recordings will published for later reference. Fur-
ther reading materials beyond the content of this
tutorial will be provided in the slides itself.

7. Presenters

Nihar Sahoo is a PhD student in the Computer Sci-
ence department of IIT Bombay, supervised by Prof.
Pushpak Bhattacharyya. His research interest lies
in Ethical AI, social biases/toxicity in languages,
and explainability in NLP. He has given a tutorial on
social bias detection and mitigation in NLP at ICON.
He has published papers on bias detection at con-
ferences such as BMVC, LREC, CoNLL, NAACL,
AAAI, ACL.

Ashita Saxena is a 3rd year MS by Research
(CSE) student at IIT Bombay guided by Prof. Push-
pak Bhattacharyya. Her research focuses on hallu-
cination detection and mitigation in NLP tasks and
her work is published in EMNLP. She has worked
as a Research Intern at IBM Research on Natural
Language Generation (NLG).

Kishan Maharaj is an MS (by Research) student
at IIT Bombay (CSE), guided by Prof. Pushpak
Bhattacharyya. His research focuses on cognitively
inspired natural language processing, specifically
hallucination detection and mitigation. His work
was published in EMNLP. He is currently working
with IBM research on prompt-based hallucination
mitigation. Formerly, he worked with Turtle Mint
and TATA Sons on various data science problems.

Arif Ahmad is currently in the final year of a
BTech/MTech dual degree in Electrical Engineer-
ing and AI at IIT Bombay. He is working in the
area of Fairness and Bias in NLP systems and



76

Models, under the supervision of Prof. Pushpak
Bhattacharyya at the CFILT Lab in IIT Bombay.

Dr. Abhijit Mishra an Assistant Professor of
Practice at the School of Information, University of
Texas at Austin, boasts extensive experience in ML
and NLP, spanning over a decade. Formerly a Re-
search Scientist at Apple Inc. and IBM Research,
his contributions to NLP-based products like Siri
and Watson are noteworthy. With notable publica-
tions at key AI and NLP conferences such as ACL,
EMNLP, and AAAI, he has demonstrated exper-
tise in various NLP domains, including multilingual
and multimodal Natural Language Understanding
and Generation, Sentiment Analysis, and Cognitive
NLP with eye-tracking. Dr. Mishra’s recent focus
on ethical LLM development aligns closely with the
theme of the tutorial.

Prof. Pushpak Bhattacharyya is a Professor of
Computer Science and Engineering at IIT Bombay.
Educated in the IIT System (B.Tech IIT Kharagpur,
M.Tech IIT Kanpur, PhD IIT Bombay), Dr. Bhat-
tacharyya has done extensive research in Natural
Language Processing and Machine Learning. He
has published more than 350 research papers, has
authored/co-authored 6 books including a textbook
on machine translation, and has guided more than
350 students for their PhD, Masters and Under-
graduate thesis. He has received many Research
Excellence Awards- Manthan award from Ministry
of IT, H.H. Mathur and P.K.Patwardhan awards from
IIT Bombay, VNMM award from IIT Roorkee, and
substantial research grants from Government and
industry. Prof. Bhattacharyya holds the Bhagat
Singh Rekhi Chair Professorship of IIT Bombay, is
a Fellow of National Academy of Engineering, Ab-
dul Kalam National Fellow, Distinguished Alumnus
of IIT Kharagpur, past Director of IIT Patna and past
President of ACL.

8. Other Information

We anticipate the active participation of approxi-
mately 100 individuals, estimated based on the past
engagement with similar tutorials and the current
outreach efforts. This estimate takes into account
the projected interest within the NLP community,
specifically on responsible LLM development and
aligns with our preparation for interactive sessions
and engaging discussions.

9. Ethics Statement

At the core of our tutorial on "Addressing Bias and
Hallucinations in Large Language Models" lies a
commitment to addressing the ethical concerns
of NLP. We recognize that NLP technologies have
profound societal impacts, and as educators and re-
searchers, we have a responsibility to raise aware-

ness about potential issues, promote ethical prac-
tices, and foster a deeper understanding of bias
and hallucination in NLP systems.
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