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Abstract
Low-resource languages often face challenges in acquiring high-quality language data due to the reliance on
translation-based methods, which can introduce the translationese effect. This phenomenon results in translated
sentences that lack fluency and naturalness in the target language. In this paper, we propose a novel approach
for data collection by leveraging storyboards to elicit more fluent and natural sentences. Our method involves
presenting native speakers with visual stimuli in the form of storyboards and collecting their descriptions without
direct exposure to the source text. We conducted a comprehensive evaluation comparing our storyboard-based
approach with traditional text translation-based methods in terms of accuracy and fluency. Human annotators
and quantitative metrics were used to assess translation quality. The results indicate a preference for text trans-
lation in terms of accuracy, while our method demonstrates worse accuracy but better fluency in the language focused.
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1. Introduction

Low-resource languages pose significant chal-
lenges when it comes to acquiring high-quality
language data for various applications, including
language documentation, linguistic research, and
machine translation (Kuwanto et al., 2023). Tra-
ditionally, data collection in these languages in-
volves obtaining translations from higher-resource
languages, such as English. However, this ap-
proach often leads to the introduction of a transla-
tionese effect, where the resulting sentences may
be less fluent and natural including those produced
by professional translators.

Translationese refers to the linguistic phe-
nomenon that occurs when translations exhibit
characteristics that are not typical of the target lan-
guage (Gellerstam, 1986), as well the use of more
explicit and standardised constructions (Baker
et al., 1993) compared to original text. These char-
acteristics can manifest as unnatural word choices,
sentence structures, or even the adoption of foreign
syntactic patterns. Translators, while highly skilled
in bridging the language gap, often face challenges

in recreating the nuanced meaning and linguistic
nuances of the original text. As a result, the trans-
lated sentences may sound unnatural or stilted to
native speakers, detracting from the authenticity
and quality of the collected data.

Translationese has been widely recognized for
its detrimental impact not only on machine transla-
tion tasks but also on other tasks involving cross-
lingual transfer learning (Amponsah-Kaakyire et al.,
2022; Ni et al., 2022; Artetxe et al., 2020). The
presence of translationese introduces biases, di-
minishes fluency and naturalness, and ultimately
affects the overall quality of the output. Previous re-
search efforts have primarily focused on mitigating
the translationese effect during the downstream
phase, such as treating translationese as a dif-
ferent language (Riley et al., 2020), applying em-
bedding space projection (Yu et al., 2022; Chowd-
hury et al., 2022), and utilizing paraphrasing tech-
niques (Artetxe et al., 2020; Wein and Schneider,
2023). However, these approaches have limita-
tions, requiring additional annotation or modifica-
tion of training data. Moreover, these methods pri-
marily address translationese after its occurrence,
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rather than preventing or minimizing its presence
during the data collection phase. To the best of our
knowledge, there has been no prior work specif-
ically addressing the reduction of translationese
artifacts during the data collection phase itself

In this paper, we address this challenge by
introducing the use of storyboards (Burton and
Matthewson, 2015), a common field linguist tool, in
the data collection process. Our method leverages
the power of visual stimuli to elicit more fluent and
natural sentences from native speakers without the
explicit influence of the source language text. In-
stead of providing sentences, we present native
speakers with a storyboard consisting of images of
scenes accompanied by their English sentences
an hour before the annotation process, the process
where annotators . During the annotation phase,
participants are asked to describe the scene in the
image, focusing solely on the visual content with-
out access to the English sentences. The primary
objective of our research is to examine whether
storyboards can be an alternative method to data
collection when improving fluency and reducing
translationese bias are of interest. By removing
direct exposure to source language text during an-
notation, we hypothesize that the resulting sen-
tences will still hold the meaning of the original
sentence while exhibiting improved fluency and
naturalness. This approach has the potential to
provide a more accurate representation of the tar-
get language, facilitating the development of higher
quality language resources.

Contributions: We make three major contribu-
tions: (1) the collection of data in four typologically-
diverse low-resource African languages (Hausa,
Ibibio, Swahili, and Yoruba) in such a way that less
translationese artifact arises, (2) the evaluation of
the effectiveness of the storyboard approach in
generating fluent and more natural sentences, and
(3) to our knowledge, the first-ever parallel resource
created data for Ibibio in non-religious domain.

In the following sections, we will delve into the
details of our data collection method (Section 3),
describe the experimental design, evaluation pro-
cess, and present the comprehensive results of
our analysis (Section 4). By combining qualitative
evaluation by human annotators and quantitative
metrics, we aim to provide an assessment of the
effectiveness of our proposed method and its impli-
cations for data collection and the mitigation of the
translationese effect.

2. Related Work

Data collection for low-resource languages has
been a subject of ongoing research and devel-
opment. Several initiatives have contributed to

this field, such as the LORELEI project (Strassel
and Tracey, 2016) and the REFLEX-LCTL project
(Simpson et al., 2008). These projects, conducted
by the Linguistic Data Consortium (LDC), have re-
leased annotated corpora for multiple languages,
addressing the need for linguistic resources in low-
resource settings.

However, the predominant approach to data
collection in low-resource languages still involves
leveraging monolingual data from higher-resource
languages and manually translating it. This is pri-
marily because of the scarcity of monolingual and
digital data available in the target language. How-
ever, this reliance on translation-based methods
introduces challenges, such as the introduction
of the translationese effect, where translated sen-
tences may be less fluent and natural in the target
language (Chowdhury et al., 2022).

Translationese refers to the phenomenon in
which translations exhibit linguistic characteristics
that deviate from the typical patterns of the tar-
get language (Gellerstam, 1986). The impact of
translationese is particularly noticeable in the ar-
eas of syntax and grammar (Santos and Redol,
1995). Translations may exhibit unnatural sentence
structures, lexical and word order choices that are
influenced by the source language (Gellerstam,
1996), adopt foreign syntactic patterns, as well as
use more explicit and simpler constructions (Baker
et al.,, 1993). This can result in sentences that
sound unnatural or stilted to native speakers.

In the study by (Aranberri, 2020), an analysis
of translationese was performed on the Spanish-
Basque language pair. The researchers measured
various linguistic features, including lexical variety,
lexical density, length ratio, and perplexity. These
measurements provided insights into the extent
of translationese and its impact on the linguistic
characteristics of the translated text. Similarly, (Ku-
nilovskaya and Lapshinova-Koltunski, 2019) con-
ducted a similar analysis focusing on English to
Russian translation. In a different domain, (Biz-
zoni et al., 2020) conducted a study that compared
translationese across human and machine transla-
tions from text and speech.

Multimodal translation tasks, such as the
WMT18 multimodal task (Barrault et al., 2018), in-
volve the use of both image and text during the
translation process whether manually (Elliott et al.,
2016, 2017; Barrault et al., 2018) or automatically
(Wijaya et al., 2017; Hewitt et al., 2018; Rasooli
et al., 2021; Khani et al., 2021). During the manual
annotation for these tasks, annotators are provided
with both the source image and the correspond-
ing source text, allowing for direct reference and
alignment between the two modalities. However,
this direct exposure to the source segment during
translation may introduce the translationese effect,
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1 2

Fish, Bear, and Snake threw a party “What a great party!" said the squirrel

M P &

Figure 1: Example of English sentence and Image
pair

as observed in previous studies (Elliott et al., 2016).
For example, it has been observed that the lengths
of translations in German are more similar to the
lengths of the source English sentences than to
the lengths of German image descriptions. This
suggests that the presence of the source text can
influence the resulting translations and potentially
impact the fluency and naturalness of the target
language output. In contrast, our storyboard-based
data collection approach presents annotators with
only the image, without the direct exposure to the
source text.

3. Data and Data Collection

In this work, we propose a new method for collect-
ing translations for low-resource languages, with
the aim of reducing the influence of source (En-
glish) sentences during translation. To achieve this,
we utilize a dataset comprising images depicting
various scenes and their corresponding English
descriptions. For each image and its associated
English sentence, we engage two groups of na-
tive speakers for each target language. One group
translates the English sentences, while the other
group writes descriptions (in their respective lan-
guages) based on the visual content of the images.
In this section, we provide a detailed description of
the data and the data collection method employed
in our study.

3.1. English Sentence and Image Pair

We obtain our dataset from the Totem Field Story-
boards’, which provides a collection of storyboards
consisting of sequential visual representations of
stories in specific contexts, accompanied by cor-
responding English sentences describing the de-
picted scenes. An example of a sequence of En-
glish sentence and image pairs is shown in Figure
1. For our research, we select 26 storyboards from
the Totem Field Storyboards, each containing an
average of 19 English sentence and image pairs.

Thttps: //totemfieldstoryboards.org/

3.2. Translators and Focus Languages

Our study focuses on four low-resource African
languages: Swahili, Yoruba, Hausa, and Ibibio. For
each target language, we engage a total of four
native speakers. Among them, two native speakers
are assigned to translate the English sentences,
and the other two are shown the images and asked
to write descriptions in their respective languages
based on the visual content.

3.3. Data Collection

Considering our objective of determining and re-
ducing the translationese effect in low-resource
language data collection, we design the data col-
lection process as follows: for each pair of English
sentence and image in the storyboards, one group
of translators focuses on translating the English
sentence, while another group concentrates on
translating the image. This separation allows us
to examine the impact of English sentences on
the resulting translations and evaluate the fluency
and naturalness of the sentences generated solely
based on visual content. By collecting data through
this dual approach, we aim to obtain a more au-
thentic representation of the target languages and
mitigate the translationese effect. For each lan-
guage, the translators were paid a total of 600 US
dollars; which they shared equally among them-
selves.

3.3.1. Control Group: Text Translation

In our study, we include a control group that utilizes
the traditional approach of text translation. This
control group serves as a baseline for compari-
son and allows us to evaluate the effectiveness
of our storyboard-based method in reducing the
translationese effect.

For the control group, native speakers are pro-
vided with the English sentences from the story-
boards and are instructed to translate them directly
into the target languages. These native speakers
possess proficiency in both the source and target
languages.

The translations generated by the control group
represent the typical output obtained through tradi-
tional translation-based approaches. These trans-
lations are expected to exhibit characteristics of
translationese, such as potential deviations from
natural language usage, as translators may prior-
itize fidelity to the source text over fluency in the
target language.

3.3.2. Treatment Group: Storyboard-Based
Translation

In our storyboard-based translation method, we
introduce a preparatory phase before the actual
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annotation process. Before annotating each sto-
ryboard, the annotators are grouped together in
a meeting where they are given the opportunity
to familiarize themselves with the storyboard and
the corresponding English sentences. During this
meeting, they can read through the storyboard and
comprehend the context and content of each im-
age.

After this reading session, we introduce a time
gap of ~1 hour before the annotation process be-
gins. This time gap serves two purposes: (1) it
allows the annotators to internalize the visual infor-
mation from the storyboard, and (2) it minimizes
the direct influence of the English sentences on
their subsequent annotations.

During the annotation phase, the annotators are
provided with the storyboards containing only the
images, without any accompanying English sen-
tences. They are instructed to focus solely on the
visual content and describe in their respective tar-
get languages the scene that is being depicted in
each image. This approach ensures that the an-
notations are driven primarily by the visual stimuli,
encouraging the annotators to provide translations
that capture the essence of the scenes portrayed
in the images.

By removing the explicit exposure to the En-
glish sentences during the annotation process, our
storyboard-based method aims to reduce the po-
tential influence of the source language and the
translationese effect. The annotators are encour-
aged to rely on their linguistic knowledge and cul-
tural understanding to generate fluent and natural
translations that are more aligned with the target
language’s usage patterns and stylistic conven-
tions.

3.4. Annotation Dataset

The resulting annotation dataset consists of the
source English sentences and their corresponding
translations in four low-resource African languages:
Swabhili, Yoruba, Hausa, and Ibibio. The dataset
includes both text translations and translations ob-
tained through our storyboard-based method.

In total, we collected translations for 486 unique
English sentences. The distribution of transla-
tions is shown in Table 1, indicating the number of
translations for each language and data collection
method (text or storyboard). The number between
text and storyboard translations differs slightly be-
cause we gave translators the option to provide
alternative translations for each English sentences.

The dataset also includes additional information
such as the title of the storyboard and the scene
number associated with each translation. We will
make the final dataset, along with the source En-
glish sentences, publicly available. An anonymized

Language Text Translation Storyboard

Hausa 1154 968
Ibibio 887 883
Swahili 1334 1211
Yorubé 1448 1033

Table 1: Number of translations in the dataset

version of the dataset is also attached in the sup-
plementary material for reference.

4. Experimental Design

All computational experiments were conducted on
a machine equipped with an Intel Xeon Gold 6226R
CPU running at a clock speed of 2.90GHz and an
NVIDIA RTX A6000 GPU.

4.1. Human Evaluation

Fluency, for our human evaluation setup, refers to
the smoothness and naturalness of the translated
sentence in the target language. A fluent sentence
should not sound "foreign" or awkward, and should
read as if a native speaker had originally written it in
that language. Fluency captures the syntactic and
grammatical correctness as well as the idiomatic
usage of the language.

Accuracy, for our case, refers to the extent to
which the translated sentence captures the mean-
ing of the source sentence. An accurate or ade-
quate translation should convey all essential infor-
mation from the source text without adding, omit-
ting, or distorting any content.

To assess the accuracy and fluency of the
translated sentences obtained through the tradi-
tional text translation and our proposed storyboard-
based data collection processes, we conducted
human evaluation with native speakers who are
also proficient in English as annotators. Annotators
were assigned two tasks: one for accuracy eval-
uation and another for fluency evaluation. Each
task involved comparing a pair of sentences, one
from the text translation and the other from the
storyboard-based collection process. It is impor-
tant to note that the sentence pairs provided to
the annotators for different languages were taken
from the same storyboard scene to ensure consis-
tency and fair comparison across languages. For
each task (accuracy and fluency), we randomly se-
lect 100 samples from the storyboard scenes and
obtain sentence pairs.

To minimize bias and ensure reliable results,
three human annotators were assigned to each
task. Each annotator independently evaluated
the sentence pairs and provided their preference
based on accuracy or fluency. The preferences
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of the annotators were then tallied up to deter-
mine the overall preference for each translation
approach.

After the evaluation, because we have 3 annota-
tors for each language, the inter-annotator agree-
ment was calculated using the Fleiss’ Kappa statis-
tic to measure the consistency of the annotators’
preferences. A Fleiss’ Kappa value of 1 indicates
perfect agreement between the annotators, while
a value of 0 suggests agreement equivalent to ran-
dom chance. For our evaluation, the Fleiss’ Kappa
value was found to be 0.27 and 0.16 for accuracy
and fluency respectively, indicating fair and slight
level of agreement among the annotators respec-
tively (Landis and Koch, 1977).

4.1.1. Accuracy Evaluation

For the accuracy evaluation task, annotators were
presented with three sentences: the source En-
glish sentence, the sentence translated through
text translation, and the sentence translated
through the storyboard-based method. Their task
was to choose which sentence they deemed more
accurate for translating the English sentence; they
can pick one sentence over the other, or both. The
guideline was to "select which sentence is more
adequate (i.e., more accurate) for translating the
English sentence.” An important criterion empha-
sized in the guideline was that a better translation
should include as much content from the English
sentence as possible, without adding information
not present in the original sentence. The annota-
tors were also asked to disregard the translations
of named entities in their accuracy judgment. This
was particularly relevant as, during the storyboard
data collection process, the translators might not
remember the exact names mentioned in the En-
glish sentence, while the translators for the text
translation could reference the English sentence
for accuracy.

To reduce bias, annotators were only provided
with the sentences without any indication of which
sentence was from the text translation and which
was from the storyboard-based method. An ex-
ample of the accuracy evaluation task for Hausa
can be seen in Table 2 where annotators would
compare Sentence 1 and Sentence 2, selecting
the one they considered more accurate, or both
if they deemed the two sentences to be equally
accurate.

4.1.2. Fluency Evaluation

For the fluency evaluation task, annotators were
not provided with the source English sentence. In-
stead, they were presented with two sentences
from the same storyboard scene: one sentence
obtained through text translation and another

obtained through the storyboard-based method.
Their task was to select the sentence that they
deemed to be more fluent and natural. The guide-
line was to "select which sentence is more fluent
(i.e., more natural). A better sentence should be
the one that is more natural and grammatical". The
annotators were asked to focus on factors such
as natural language usage, grammaticality, and
overall fluency in making their decision.

To ensure unbiased evaluation, the annotators
were only provided with the sentences without any
indication of which sentence was from the text
translation and which was from the storyboard-
based method. An example of the fluency evalua-
tion task for Hausa can be seen in Table 3 where
annotators would compare Sentence 1 and Sen-
tence 2, selecting the one they considered more
fluent, or both if they deemed the two sentences to
be equally fluent.

4.2. Metric-Based Evaluation of
Accuracy and Fluency

In addition to human evaluation, we employ sev-
eral metrics to support and complement the results
obtained from the human annotators. These met-
rics provide quantitative measures of accuracy and
fluency, enabling a more comprehensive analysis
of the translation quality.

4.2.1. Accuracy

To evaluate the accuracy of translated sentences,
we utilize the LASER model (Heffernan et al.,
2022), which excels in capturing semantic meaning
and supports a wide range of languages except
for Ibibio, which is not in the list of 147 languages
that the LASER encoder supports. We employ this
model to compute the embeddings of the trans-
lated sentences and their corresponding English
sentences. To compare the embeddings, we com-
pute the cosine distance, which serves as a mea-
sure of semantic similarity between the translations
and the source English sentences. A higher co-
sine similarity indicates a stronger alignment in
semantic meaning, suggesting higher accuracy in
the translation process.

In addition to evaluating the accuracy between
the translated sentences and their corresponding
English sentences, we also examine the similarity
between the translations generated through our
storyboard-based method and the text translation
method. To measure whether the two methods
result in translations with comparable accuracy,
we calculate the cosine similarity between embed-
dings of the translated sentences. The cosine
similarity provides an indication of how similar the
translations are in terms of their semantic meaning.
While we do not expect a perfect similarity between
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English Sentence

| bought shoes, a hat, a shirt, and pants

Sentence 1 Na siyo takalma, malafa, riga da kuma wando
English Translation [ bought shoes, mattress, shirt and pants
Sentence 2 Na sayo takalma, hula, riga da kuma yan kamfai

English Translation

| bought shoes, a hat, a shirt and a few shoes

Table 2: An Example of Accuracy Human Evaluation for Hausa. Annotators were asked to choose
the sentence they deemed more accurate for translating the English sentence. They can answer with
Sentence 1, Sentence 2, or both if they deemed both sentences to be equally accurate.

Sentence 1 Mary ta fita zuwa shago
English Translation Mary goes out to the shop
Sentence 2 Ta fita siyayya watarana

English Translation

She went out of the shopping

Table 3: An Example of Fluency Human Evaluation for Hausa. Annotators were asked to choose the
sentence they deemed more fluent. They can answer with Sentence 1, Sentence 2, or both if they

deemed both sentences to be equally fluent.

the two methods’ translations, we aim for a com-
parable level of meaning that allows for fluency
trade-off.

4.2.2. Fluency

Fluency in translation involves the successful use
of vocabulary and sentence structure to convey
meaning effectively in the target language. When
translationese phenomena occur, patterns emerge
that can impact the fluency of translated sentences.
Previous studies (Vanmassenhove et al., 2021; Biz-
zoni et al., 2020) have highlighted two key factors in
fluency: lexical diversity and syntactic complexity.

Lexical Diversity To assess the lexical diversity
or vocabulary richness of the translated sentences,
we employ the Measure of Textual Lexical Diversity
(MTLD) metric (McCarthy, 2005). Conceptually,
MTLD reflects the average number of words in a
row for which a certain TTR (Type-Token Ratio) is
maintained, specifically in this analysis, following
McCarthy and Jarvis (2010) we use TTR of 0.72.
To generate a score, MTLD calculates the TTR for
increasingly longer parts of the sample. Every time
the TTR drops below the predetermined value, a
count (called the factor count) increases by 1, and
the TTR evaluations are reset. The algorithm re-
sumes from where it had stopped, and the same
process is repeated until the last token of the lan-
guage sample has been added and the TTR has
been estimated. Then, the total number of words
in the text is divided by the total factor count. Sub-
sequently, the whole text in the language sample is
reversed and another score of MTLD is estimated.
The forward and the reversed MTLD scores are
averaged to provide the final MTLD estimate.

Intuitively the MTLD value can be seen as the
average number of words required for the text to
reach a point of stabilization.

Syntactic Complexity: To evaluate syntactic
complexity, we leverage an off-the-shelf language
model trained on the languages used in the study,
specifically AfroXLMR-base (Alabi et al., 2022)—
an adaptation of XLM-R to 17 African languages,
including Hausa, Swahili and Yoruba. To esti-
mate the POS perplexity (Bizzoni et al., 2020),
we trained a Part-Of-Speech (POS) model by fine-
tuning the AfroXLMR language model on Masakha-
POS dataset (Dione et al., 2023)— a large-scale
POS dataset for 20 African languages, including all
focus languages except for Ibibio. POS perplexity
measures the difficulty in predicting the sequence
of POS tags in a sentence. Higher perplexity val-
ues indicate greater syntactic complexity. Perplex-
ity is defined as the exponentiation of the entropy:

9H(p) — 9=, P(x)logz p(x) (1)

Where p(z) is the probability of the predicted POS.

4.3. Results

4.3.1. Accuracy Evaluation
Language Storyboard Text Both
Hausa 21.67% 78.33% 0%
Swabhili 14% 64% 22%
Yoruba 7.67% 68.67% 23.67%
Ibibio 18.33% 79.67% 2%

Table 4: Human Evaluation Results for Accuracy.
More annotators choose text translations as more
accurate across languages

The accuracy evaluation results in Table 4 show
a clear preference among human annotators for
text translations in terms of accuracy across all
languages. This is consistent with the expectation
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Language Storyboard Text

Hausa 0.644+0.14 0.74£0.13
Swahili 0.584+0.11  0.69£0.10
Yoruba 0.644+0.13 0.74+£0.12

Table 5: The Average Cosine Similarity Scores be-
tween English and Translated Sentences’ LASER
Embeddings. Across languages, text translations
have higher semantic similarity to source English
sentences, although the scores still fall within each
method’s standard deviation

Language Cosine Similarity

Hausa 0.63 +£0.19
Swahili 0.62 +0.17
Yoruba 0.59 +0.18

Table 6: The Average Cosine Similarity Scores
between text translations and storyboard-based
translations’ LASER embeddings.

that text translations, typically done by professional
translators, would be more semantically aligned
with the source sentences.

The cosine similarity values between LASER
embeddings of the translated sentences and their
corresponding English sentences, as shown in Ta-
ble 5, further support this observation. Text transla-
tions generally exhibit higher semantic similarity to
the source English sentences. However, it’s impor-
tant to note that while the cosine similarity values
for storyboard translations are lower, they are still
within the standard deviation range of the text trans-
lations, suggesting that the semantic content is not
drastically different.

The cosine similarity between translations from
the two methods, presented in Table 6, indicates
that the semantic content of translations from both
methods is relatively comparable, even if they are
not identical.

4.3.2. Fluency Evaluation

Language Storyboard Text Both  p-value
Hausa 60% 39.67% 0.33% 0.0002
Swahili 47.67%  41.33% 1% 0.11
Yoruba 34% 18.6%  47.33% 0.0008
Ibibio 36% 26% 38% 0.01

Table 7: Human Evaluation Results for Fluency.
More annotators choose storyboard translations
as more fluent across languages. P-Value is for
the null hypothesis of the annotators choosing by
random.

The fluency evaluation in Table 7 suggests a
preference among human annotators for story-
board translations in terms of fluency across all
languages. This indicates that while storyboard
translations might not always capture the exact

Language Storyboard Text

Ibibio 8.08 £17.06 7.27+18.35
Hausa 7.8 +16.77 11.41 + 23.48
Yoruba 16.12 +30.05 14.16 4+ 29.84
Swahili 6.83 +19.64 5.03 +16.61

Table 8: MTLD of Translated Sentences. Across
languages, except for Hausa, storyboard transla-
tions have higher average MTLD scores

Language Storyboard Text
Hausa 6.68 49.42
Swabhili 55.32 14.6
Yoruba 6.49 x 102 7.93 x 107

Table 9: POS Perplexity of Translated Sentences.
Across languages, except for Swahili, the story-
board translations have lower POS perplexity, in-
dicating more natural translations in terms of sen-
tence structure than the text translations

semantic content of the source, they tend to pro-
duce more naturally flowing sentences in the target
languages.

The MTLD scores in Table 8, despite having a
high standard deviation, provide further evidence
for this observation. Except for Hausa, storyboard
translations generally exhibit greater lexical diver-
sity, which is often associated with more natural
and fluent sentences.

The POS perplexity values in Table 9 offer in-
sights into the syntactic complexity of the transla-
tions. Lower POS perplexity values typically indi-
cate more natural sentence structures in the tar-
get language. The results suggest that, except
for Swahili, storyboard translations tend to produce
more naturally structured sentences than text trans-
lations.

In summary, while text translations are generally
more accurate and semantically aligned with the
source, storyboard translations offer advantages in
terms of fluency and naturalness of the produced
sentences.

5. Discussion

5.1. Comparison of Accuracy Evaluation

The human accuracy evaluation results (Table 4) re-
veal a clear preference for text translation over our
proposed method. Human evaluators consistently
rated text translation as more accurate compared
to our method. This preference aligns with the lin-
guistic intuition that text translations, performed by
professional translators, tend to produce more ac-
curate translations. Similarly, looking at the cosine
similarities between the source English sentences
and the translations (Table 5), we can see that text
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translations have higher cosine similarities to the
English sentences, indicating higher semantic sim-
ilarities. This observation is consistent with human
evaluators’ preference for accuracy.

However, when comparing with the cosine simi-
larities between our method’s (storyboard) transla-
tions and the text translations (Table 6), we found
that the cosine similarity scores were not signifi-
cantly lower. This suggests that the information
conveyed through our storyboard translations re-
mains comparable to that of text translations, albeit
with a slightly lower degree of semantic similarity.
Despite the storyboard translations not matching
the accuracy of the text translations perfectly, our
storyboard-based data collection method still pro-
vides translations that are reasonably accurate and
comparable.

5.2. Comparison of Fluency Evaluation

The human fluency evaluation presents a contrast
to the accuracy evaluations. Human evaluation re-
sults reveal a clear preference for our storyboard
translations over text translations in terms of flu-
ency (Table 7).

In analyzing the fluency metrics, looking at the
Measure of Textual Lexical Diversity (MTLD), our
storyboard translations consistently yielded higher
MTLD scores compared to text translations for
Ibibio, Yorubéa, and Swabhili (Table 8). This suggests
that our storyboard-based data collection method
can capture a wider range of vocabulary and ex-
hibit greater lexical diversity, enhancing the fluency
of the resulting translations in these languages.

We also evaluated the syntactic complexity of the
translations using the Part-Of-Speech (POS) per-
plexity metric, which provide insights into the syn-
tactic intricacy and sentence structure of the trans-
lations. Looking at POS perplexity, our storyboard
translations exhibited lower POS perplexity values
for Hausa and Yoruba compared to text translations
(Table 9). This suggests that our storyboard-based
data collection method achieves a more natural
sentence structure in these languages.

5.3. Reflections on the Storyboard
Approach

The storyboard approach, while pioneering, calls
for an in-depth examination of its intrinsic strengths
and limitations, especially when contrasted against
conventional text translation techniques.

Enhanced Fluency As underscored by our find-
ings, the storyboard technique frequently yields
translations perceived as more fluent by human
evaluators. This can be ascribed to the more spon-
taneous elicitation process, where native speakers
articulate visual stimuli, culminating in more innate
sentence constructs.

Figure 2: Comparison between the DALLE-3 gen-
erated storyboard (left) and the manually designed
storyboard (right). The similarities highlight the
potential of generative Al in automating the story-
board creation process

Lexical Diversity: The method appears to en-
capsulate a broader lexicon, potentially enriching
the translations with diverse linguistic expressions.

Accuracy Concerns The storyboard approach,
while fluent, occasionally compromises on accu-
racy. This is seen in both human evaluations and
cosine similarity metrics. The omission or mod-
ification of certain nuances, particularly named
entities, can influence the perceived precision of
the translations. We have a few suggestions on
how to improve this. Firstly, refining the story-
boards to provide clearer context, especially re-
garding named entities, can help translators cap-
ture essential details. Secondly, implementing post-
processing techniques can further align the transla-
tions with the source content. By incorporating cor-
rect named entities from the source and removing
extraneous information, we can achieve a better
balance between fluency and accuracy. Finally, in-
troducing temporal separation between viewing the
source and translating can help translators produce
more natural translations, less influenced by the
source language structure. By integrating these
strategies, we aim to enhance the accuracy of the
storyboard-based approach without compromising
its inherent fluency.

Feasibility for Complex Texts The viability of
the method for translating intricate and detailed
texts remains a point of contention. Storyboards,
by their visual essence, might fall short in capturing
the depth and nuances of elaborate narratives or
technical documents.

6. Future Work

The storyboard approach, while innovative, faces
challenges in terms of the resource-intensive na-
ture of creating detailed storyboards. A promising
solution lies in the integration of generative Al mod-
els, such as DALLE-3. Our initial exploration with
DALLE-3 to recreate a manually designed story-
board showed potential in automating the story-
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board creation process, as evidenced by the com-
parison in Figure 2. However, inconsistencies in
DALLE-3’s generated characters and the challenge
of conveying complex messages visually remain
areas for improvement. As generative Al models
evolve, there’s potential for more sophisticated sto-
ryboard generation. Collaborative efforts between
linguists, artists, and Al researchers could lead to
hybrid methodologies that merge manual design
with Al-driven automation. Other future work could
consider expanding the complexity of messages
captured in storyboard, and improving the accu-
racy of the storyboard.

7. Conclusion

We introduced an alternative method for gathering
translation data in low-resource settings using sto-
ryboards and visual-based translation techniques.
Our findings, derived from both human assess-
ments and automated metrics for accuracy and flu-
ency, revealed that while traditional text translations
excel in accuracy, our method offers a balance of
accuracy and heightened fluency across multiple
languages. Notably, the use of visual-based trans-
lation enriched lexical variety and fostered more or-
ganic sentence formations, leading to translations
that resonate more naturally. these findings have
implications for the development of data collection
systems that can mitigate the translationese phe-
nomena. The potential applications and impact of
our approach include improvement in performance
of machine translation task and other tasks that
will benefit from better cross-lingual training data
and transfer.

Limitations

While our study focuses on and observes the effec-
tiveness of the storyboard-based data collection
method and its potential to mitigate the transla-
tionese effect, it is important to acknowledge cer-
tain limitations.

Firstly, our study focused on four low-resource
African languages, namely Swahili, Yoruba, Hausa,
and Ibibio. While we also contribute to the devel-
opment of parallel resources for these languages
(including the first-ever parallel resource for Ibibio
in non-religious domain), our analysis and findings
on the translationese phenomena in the resulting
dataset may not necessarily generalize to other lan-
guages or language families. Therefore, caution
should be exercised when applying the results to
different linguistic contexts. In addition, our study
specifically focused on the use of storyboards to
collect data in these low-resource languages. The
effectiveness of this method may vary in different
data collection scenarios, such as with different

types of visual stimuli or in languages with different
linguistic characteristics.

Secondly, the number of annotators and the size
of the dataset used in our study were limited. Al-
though efforts were made to mitigate bias and en-
sure reliability through multiple annotators, a larger
sample size could provide more robust and repre-
sentative results. In addition, the human evaluation
process involves subjective judgments made by
human annotators. Individual preferences and bi-
ases may influence the evaluation results. While
we attempted to minimize bias by using multiple
annotators and consistent sentence pairings, the
subjective nature of the evaluation should be con-
sidered.

Thirdly, in translating, the fluency and natural-
ness of the translated sentences can be influenced
by various external factors, such as the annotators’
language proficiency, cultural background, and fa-
miliarity with the subject matter. While efforts were
made to select skilled annotators, these factors
may still have an impact on the results.

Furthermore, the storyboard-based data collec-
tion method, while innovative, is inherently more
challenging compared to traditional text transla-
tion. This method involves a more complex setup
for data collection, as participants need to be ef-
fectively oriented to provide translations based on
visual stimuli rather than textual source material.
These logistical and financial considerations make
the method potentially less scalable and more ex-
pensive than traditional approaches, especially for
larger datasets or multiple languages.

Lastly, our evaluation mainly focused on accu-
racy and fluency, and utilized metrics such as co-
sine similarity, lexical diversity, and syntactic com-
plexity. While these metrics provide some mea-
sures of translationese, they may not capture all
aspects of translation quality. Additional metrics or
qualitative assessments could further enhance the
evaluation.
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