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Abstract
Emotion Recognition in Conversations (ERC) is a well-studied task with numerous potential real-world applications.
However, existing ERC models trained on the MELD dataset derived from TV series struggle when applied to daily
conversation datasets. A closer examination of the datasets unveils the prevalence of linguistic artifacts, such as
repetitions and interjections in TV scripts, which ERC models may exploit when making predictions. To address
this issue, we explore two techniques aimed at reducing the reliance of ERC models on these artifacts: 1) using
contrastive learning to prioritize emotional features over dataset-specific linguistic style and 2) refining emotion
predictions with pseudo-emotion intensity score. Our experiment results show that reducing reliance on the linguis-
tic style found in TV transcripts could enhance the model’s robustness and accuracy in diverse conversational contexts.
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1. Introduction

Given a dialogue with multiple utterances, the goal
of Emotion Recognition in Conversations (ERC) is
to identify the emotion expressed by the speaker
for each utterance. ERC models analyze the words
and phrases used in each utterance to extract valu-
able clues about the speaker’s emotional state. Re-
cent studies have also demonstrated the signifi-
cant benefits of incorporating conversation context
and commonsense knowledge (Ghosal et al., 2019;
Lee and Lee, 2022). ERC has many potential ap-
plications, including improving customer service,
enhancing personal relationships, and diagnosing
and treating mental health conditions.

Since its inception as a research topic, several
datasets (Zahiri and Choi, 2018; Hsu et al., 2018;
Poria et al., 2019) have been introduced, covering
a range of conversation settings for ERC in English.
However, existing works only focus on training and
testing models on the same datasets, and there is
no prior work on adaptability (Ghosal et al., 2019;
Zhong et al., 2019; Ghosal et al., 2020; Lee and
Lee, 2022). Research in the adaptability of ERC
has been hindered by the challenges of unifying
datasets with different emotion taxonomies and con-
versation settings, including TV series (Hsu et al.,
2018; Poria et al., 2019), daily conversations (Li
et al., 2017), and social media (Chatterjee et al.,
2019).

This paper aims to address this knowledge gap
by presenting a preliminary investigation into the
adaptability of ERC models. We observe a sig-
nificant disparity in performance when applying a
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model trained on TV transcripts to daily conversa-
tion data when using the same set of emotion labels.
Upon closer examination of the datasets, we found
evidence of linguistics artifacts that the models ex-
ploit to make predictions. To mitigate this issue,
we delve into techniques such as contrastive learn-
ing and emotional intensity calibration, effectively
reducing the models’ reliance on these artifacts.
Additionally, our findings demonstrate that these
techniques are applicable across diverse conver-
sational topics.

2. Methodology

Label MELD DailyDialog
Neutral 47.0% 83.1%
Joy 16.8% 12.5%
Surprise 11.9% 1.8%
Anger 11.7% 1.0%
Sadness 7.3% 1.1%
Disgust 2.6% 0.3%
Fear 2.6% 0.2%

Table 1: Label distribution of MELD and DailyDia-
log.

Dataset We have selected MELD (Poria et al.,
2019) and DailyDialog (Li et al., 2017) as our eval-
uation datasets since they employ the same set of
emotion labels (joy, anger, sadness, fear, disgust,
surprise, and neutral). This commonality enables
us to make a direct comparison of the model perfor-
mance across different types of conversational data.
MELD and DailyDialog contain 9,989/1,109/2,610
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and 87,167/8,069/7,740 train/dev/test utterances,
respectively. The distribution of emotion labels in
these datasets is presented in Table 1.

Evaluation Metric Previous studies have uti-
lized various evaluation metrics for these datasets.
Specifically, the official evaluation metric for the
MELD is the weighted-F1, which calculates the
mean of per-label F1 scores normalized by the num-
ber of samples in each label. On the other hand,
DailyDialog employs micro-F1, which computes the
global F1 score over all labels, excluding the "neu-
tral" category. In this paper, we use the macro-F1
metric, which assigns equal weight to each class.
This approach ensures a fair comparison across
datasets with varying label distributions, allowing
us to gauge model performance more effectively.

Baseline Our baseline model is an enhanced ver-
sion of the c-LSTM model (Poria et al., 2017) where
we replace the LSTM-based utterance encoder with
RoBERTa-large (Liu et al., 2019), a popular pre-
trained language model that has been proven to be
effective in recent works on ERC. The model com-
prises a hierarchical structure that encodes each
utterance into a single vector representation with
RoBERTa, followed by an RNN-based dialogue
encoder that considers the sequential relationship
between utterances. A linear layer (CLS) then clas-
sifies the output dialogue representation into one
of the emotion categories. We also replaced the
LSTM with GRU for the dialogue encoding compo-
nent.

We consider the hierarchical model over recent
state-of-the-art models for its simplicity and its in-
dependence from external components, such as
commonsense knowledge as seen in KET (Zhong
et al., 2019) and COSMIC (Ghosal et al., 2020), or
speaker identity in CoMPM (Lee and Lee, 2022).
Moreover, the hierarchical model exhibits com-
petitive performance (65.3 weighted-F1) against
the state-of-the-art model, CoMPM (Lee and Lee,
2022) (66.5 weighted-F1) on MELD despite not
being optimized on weighted-F1.

3. Adaptability Study

3.1. Performance

As seen in Table 2, evaluation of the MELD-trained
model on the DailyDialog test set revealed a 14.9%
absolute difference in macro-F1 compared to its
in-distribution result. We also observed a signifi-
cant performance gap when trained with equal data
from DailyDialog on MELD. The performance gaps
motivate us to investigate what could be causing
the drop in performance.

Test
MELD DailyDialog

Tr
ai

n MELD 50.81 35.89
DailyDialog* 26.46 40.60
DailyDialog 30.83 55.04

Table 2: Macro-F1 of emotion classification. *Aver-
age score of five randomly sampled sets of Daily-
Dialog training data of equal size as MELD.

3.2. Linguistic Artifacts

MELD DailyDialog
Train Size 9,989 87,170
with TV-style 1,391 (13.9%) 956 (1.1%)
with Repetition 498 (5.0%) 90 (0.1%)
with Interjection 417 (4.2%) 486 (0.6%)
with Filler Words 589 (5.9%) 385 (0.4%)

Table 3: Statistics of linguistic style in MELD and
DailyDialog training data

Manual examination of the datasets reveals a
notable contrast between TV transcripts and ev-
eryday conversations in terms of the expression of
emotions, where the former often include exagger-
ated or heightened expressions of emotion, while
the later tend to be more subdued and realistic.
We further observed a high frequency of repetition,
interjection, and filler words, which appear much
more frequently in TV transcripts (13.9%) than in
daily conversations (1.1%), as shown in Table 3.
As such, we considered these three elements part
of the distinctive TV style:
Repetition We identified several types of repetition,
including stuttering and repeating words or names
to get the attention of other speakers.
Interjection MELD contains high-frequency of in-
terjections such as "Oh!", "Wow!", "Oh God!" and
"Ew!" convey strong emotions or serve to empha-
size statements.
Filler Words Similar to Clark and Fox Tree (2002)
and Dinkar et al. (2021), we also observe a preva-
lence of filler words, which are used to create a
more relaxed or informal tone in TV shows.

The three identified TV-style features in TV tran-
scripts could serve as relevant clues for the emotion
recognition task, but such features are not as preva-
lent in everyday conversation. We hypothesize the
ERC model, trained on TV transcripts, relies heav-
ily on these specific linguistic artifacts to predict
emotions, which may limit its ability to generalize
effectively to daily conversational scenarios.

To validate our hypothesis, we re-trained the ERC
model with a modified MELD train set stripped
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Utterance Label
Original: Oh God, this is so nerve wracking! How-how do you do this? Surprise
TV-style removed: This is so nerve wracking! How do you do this?
Original: Umm, I-I really don’t want to tell this story. Sadness
TV-style removed: I really don’t want to tell this story.

Table 4: Utterances in MELD with TV-style highlighted and removed.

Test
MELD DailyDialog

Tr
ai

n Original 50.81 35.89
TV-style removed 46.72 38.02

Table 5: Macro-F1 of emotion classification. Base-
line models are trained with the original and TV-
style removed MELD, respectively.

of these linguistic artifacts (Table 4). While the
model’s performance on MELD decreased by 4.1%
in absolute terms when trained without these ele-
ments, we also observed a noteworthy 2.1% im-
provement on DailyDialog as seen in Table 5. This
outcome provides evidence that in the absence of
these linguistic artifacts, more general emotional
features might be learned, leading to better adapt-
ability.

4. Mitigation Strategies

We explore several changes to the model: 1) we
use a contrastive loss to align the contextualized
representations of utterances with and without the
linguistic artifacts so that the model can better cap-
ture the similarity in emotional features while re-
ducing the dependence of these artifacts, and 2)
we introduce an auxiliary pseudo-emotion intensity
regression loss to calibrate the emotion prediction.

4.1. Contrastive Learning
Given a conversation with N utterances, we feed
the original conversation and a modified conver-
sation with TV style removed through the hierar-
chical network of the baseline model described in
Section 2 to obtain the contextualized representa-
tions for each utterance denoted as [u1, ..., uN ] and
[û1, ..., ûN ] respectively.

We employed the contrastive loss, InfoNCE
(van den Oord et al., 2018) as follows:

Lc = −log
exp(u · û+/τ)∑K
i=0 exp(u · ûi/τ)

(1)

where τ is the temperature hyperparameter to pull

the vector representations of the corresponding
utterance pair closer.

4.2. Emotional Intensity

Interjections such as "Oh my god!" and "Wow!" in
an utterance are strong indicators of the emotion
"surprise". The intensity of the emotion expressed
would be reduced without the interjection. Thus, we
introduced a pseudo-emotion intensity score zi for
each utterance to reflect their emotional intensity.
For an utterance that is labeled neutral, zi is 0. For
an emotional utterance with interjection removed,
zi is 0.5. For all original utterances with emotion,
zi is 1.0. We train a linear layer with a regression
loss for z. Specifically, we used the mean squared
error loss, which has the following formula:

Lmse =
1

U

U∑
i

(zi − ẑi)
2 (2)

where ẑi is the inferred intensity score of utterance
ui, and U is the total number of utterances per
batch. To consider the inferred emotional inten-
sity when making its final prediction, we use the
intensity score to scale the emotion with the highest
probability.

Together with the cross-entropy loss for emotion
classification, we train the model end-to-end with
contrastive and regression loss. The total loss for
training is as follows:

L = Lce + wcLc + wrLmse (3)

where Lce refer to the cross-entropy loss and the
weights wc and wr are hyperparameters.

4.3. Experiment Settings

We perform a hyperparameter search for weights
for contrastive and regression loss, τ , the tempera-
ture hyperparameter in contrastive loss (Equation
1) and the hidden size of the projection layer used
in contrastive learning. We train the model with a
batch size of 6, a linear learning rate schedule with
50 warm-up steps, a learning rate of 1e−5 for PLM
weights, and 1e−3 for the rest of the model, on one
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NVIDIA A6000 GPU with 48GB. The experiments
were implemented using allennlp1 and PyTorch2.

5. Result and Analysis

Method MELD DailyDialog
Baseline 50.81 35.89
+ Contrastive Learning 48.04 40.18
+ Emotional Intensity 44.93 38.66
Proposed Method 49.68 42.39

Table 6: Macro-F1 of emotion classification. Mod-
els are trained with MELD training data and evalu-
ated on MELD and DailyDialog test set.

As seen in Table 6, our proposed method
achieved a significant absolute gain of 6.5% in
performance on DailyDialog with a marginal drop
of -1.1% in performance on MELD. It also outper-
formed the model trained with DailyDialog of equal
size from Table 2 by 1.8%. The performance gain is
evident in five of seven labels, as illustrated in Fig-
ure 1, demonstrating that our method has learned
emotional features that generalize well to daily con-
versation.

Figure 1: Performance on DailyDialog. F1 score
for each label.

Ablation Studies Ablation results in Table 6 in-
dicate that both techniques improve the model’s
generalization capabilities to daily conversations.
However, only adding the regression task to the
baseline model led to a significant drop in perfor-
mance on MELD. We believe that the model overfits
the regression task, leading to inaccurate scaling
of the emotion prediction. Despite this, the two
proposed losses are complementary and improve
performance on non-TV conversations.

In Table 7, we observe excluding interjections,
which most likely contain emotional indicators, re-
sulting in better performance than removing the
other two characteristics. We hypothesize that
when trained on the data with interjections removed,

1https://allenai.org/allennlp
2https://pytorch.org/

Test
MELD DailyDialog

Tr
ai

n

TV-style removed 49.68 42.39
Repetition removed* 48.44 36.61
Interjection removed 46.83 39.18
Filler Words removed* 49.57 38.46

Table 7: Macro-F1 of emotion classification. Mod-
els are trained using the proposed method, and
different TV-style elements are removed. *Only
contrastive learning is used when repetition or filler
words are removed.

the model would have to rely more heavily on other
subtle cues to infer the speaker’s emotional state.
This suggests that the proposed technique learns to
capture other emotional features in the data beyond
interjections.

Figure 2: Performance on DailyDialog. F1 score
for each topic.

We also dive deeper to analyze how our pro-
posed method improves the classification perfor-
mance on a range of daily conversation topics avail-
able in the DailyDialog dataset. The topics in Figure
2 are sorted according to the size. With sufficient
examples, the proposed techniques are effective
in learning generic emotional features on diverse
daily conversation topics.

6. Limitations

Identifying all stylistic differences between TV tran-
scripts and daily conversations based on lexical
features is challenging. While we only identified
three differences, other stylistic differences and in-
formation beyond the conversation, like culture or
commonsense, could also explain the generaliza-
tion gap. Furthermore, our model is trained on the
TV series Friends, which may not represent diverse
perspectives and experiences. This could lead to
biases in the model’s understanding and recogni-
tion of emotion. Therefore, knowing these potential
limitations and biases is crucial when using the
proposed model for real-world applications.

https://allenai.org/allennlp
https://pytorch.org/
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7. Conclusion

In this paper, we highlight the limitations of cur-
rent ERC models trained on the TV series dataset
when applied to the daily conversation dataset. Our
proposed approach demonstrates a first step in ef-
fectively addressing these limitations by mitigating
linguistic artifacts and emphasizing emotional fea-
tures. Our study on adaptability shows potential for
developing a robust ERC model that can be utilized
in real-world applications.
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