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Abstract

This paper introduces a cross-domain and multi-dialectal stance corpus for Arabic that includes four regions in the
Arab World and covers the main Arabic dialect groups. Our corpus consists of 4657 sentences manually annotated
with each sentence’s stance towards a specific topic. For each region, we collected sentences related to two
controversial topics. We annotated each sentence by at least two annotators to indicate if its stance favors the
topic, is against it, or is neutral. Our corpus is well-balanced concerning dialect and stance. Approximately half of
the sentences are in Modern Standard Arabic (MSA) for each region, and the other half is in the region’s respective
dialect. We conducted several machine-learning experiments for stance detection using our new corpus. Our most
successful model is the Multi-Layer Perceptron (MLP), using Unigram or TF-IDF extracted features, which yielded
an F1-score of 0.66 and an accuracy score of 0.66. Compared with the most similar state-of-the-art dataset, our

dataset outperformed in specific stance classes, particularly "neutral” and "against”.
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1. Introduction

According to Biber and Finegan (1988), the word
stance refers to the writer expressing personal
feelings, assessments, and judgments about
a certain message or topic. Stance detection
is a sub-task that branches out from sentiment
analysis, which aims to determine the author’s
attitude towards a target (Ki¢ik and Can, 2021),
often stating whether this author is against, in
favor, or neutral towards it (Li and Caragea, 2019).
Stance detection has emerged as a powerful tool
for analyzing and interpreting the public’s online
opinions (Cao et al., 2022).

With the widespread use of social media, stance
detection has become increasingly important in
various fields. This includes conducting analytical
research to measure the public opinion on social,
religious, and political issues, as well as using
it in veracity checking applications, and deter-
mining the level of controversy on social media
platforms (AlDayel and Magdy, 2021). Moreover,
stance detection has been used in scenarios
where individuals rely on Web searches to gather
information for making critical decisions, such as
adopting a vegan lifestyle (Draws et al., 2023)
or joining a specific social movement. These
decisions can influence people’s openness to
different perspectives and prompt them to change
their viewpoints completely (Mckay et al., 2020);
(Flaxman et al., 2016).

Stance detection is also vital for detecting polar-
ization, which happens when there is a strong pre-
disposition towards one party and a strong dislike

or prejudice towards the other (McCarty, 2019).
Detecting stance for identifying polarization has
been used in various applications, such as detect-
ing polarization on climate change on social me-
dia (Upadhyaya et al., 2023). Determining stance
could be a prerequisite for assessing the level of
polarization. At a high level, polarization detec-
tion enables further understanding of social me-
dia groups in locating the presence of propaganda
and radicalism (Bail et al., 2018). Once polariza-
tion is detected, one could raise the topic in the
public’s discussion to understand the different po-
larized sides and, in some situations, attempt to
establish a middle ground between them.

In this paper, we present a novel cross-domain
and multi-dialectal stance corpus for Arabic called
MARASTA, which we developed in the context of a
collaborative research project funded by the Qatar
National Research Fund (QNRF). Our corpus in-
cludes over 4,500 sentences annotated concern-
ing their stance toward a topic by at least two an-
notators. The corpus covers four important dialec-
tal regions in the Arab world: Maghreb, Egypt, the
Gulf, and the Levant. Arabic dialects vary sig-
nificantly; each dialect has unique linguistic fea-
tures, syntax, and vocabulary. For each region,
we identified two controversial topics and collected
sentences covering these topics. For each sen-
tence, our annotators manually indicated if the
sentence’s stance favored the topic, against it, or
neutral. For each topic, we ensured that half of the
sentences were in their respective region’s dialect
and the other half were in Modern Standard Ara-
bic (MSA). Our corpus is well-balanced concerning
both stance and dialect.
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The remainder of this paper is organized as
follows—section 2 reports on existing stance cor-
pora for Arabic. Section 3 presents our proposed
stance corpus and the process we followed for
data collection and annotation. Section 4 reports
on the experiments we conducted for stance de-
tection based on our corpus. We also evaluated
the performance of our models using a similar
stance corpus. Section 5 concludes this paper and
outlines directions for future work.

2. Related Work

Several studies have focused on creating and
analyzing Arabic corpora for various NLP tasks.
Ahmed et al. (2022) and Zaghouani (2014) pre-
sented two surveys of freely available Arabic
corpora. Rosso et al. (2018) provided a compre-
hensive survey on author profiling, deception, and
irony detection for the Arabic language. Charfi
et al. (2019) introduced a fine-grained annotated
multi-dialectal Arabic corpus, while Rangel et al.
(2020) conducted a fine-grained analysis of
language varieties and demographics in Arabic.
Additionally, Abbes et al. (2020) introduced a di-
alectal Arabic irony corpus extracted from Twitter.

Stance and polarization detection are closely
related, as both involve identifying the attitude or
opinion of a person, a group, or an entity towards
a particular topic or issue. A requirement for
automating stance detection is the availability of
stance datasets. This section discusses existing
stance and polarization datasets for Arabic.

Weber et al. (2013) introduced the first dataset
for detecting polarization in Arabic. It comprises
a collection of Twitter users, categorized based
on their polarization towards Islamist or secular
ideologies. The data collection process started
by manually categorizing "seed users” as either
secularists or Islamists. Following retweet edges,
the authors obtained a set of 7,088 Twitter profiles
with their location set to Egypt and were automat-
ically labeled as either "Secularist” or "Islamist”.
The main objective of this dataset was to explore
the bipolar political environment in Egypt after
2011. A limitation of this dataset is its focus on a
single topic and a single country.

Darwish et al. (2017) used a dataset called /s-
lands Dataset and proposed a method for stance
detection using similarity between users as clas-
sification features. This dataset was developed
by the same team that studied the attitudes of
Arab Twitter users interested in Egyptian politics.
Specifically, the authors selected tweets related
to the transfer of ownership of the islands of
Tiran and Sanafir from Egypt to Saudi Arabia in

April 2016. They identified 48,445 tweets that
4,164 distinct users authored. These users and
their corresponding tweets were then categorized
either in favor of the islands’ transfer (POS) or
against it (NEG). Three annotators evaluated
each user independently, and finally, 2,607 users
(who authored 33,207 tweets) were kept, where
all three annotators agreed on the same judg-
ment. This corpus covers only one topic.

Another corpus created by Baly et al. (2018)
unifies fact-checking and stance detection. It
includes a set of annotated claim-article pairs,
where each claim is associated with one or
more articles. Initially, true and false claims
were collected from two primary sources: the
Syrian fact-checking website "Verify” and the
news Website "Reuters”. After that, the authors
used the Google Custom Search API to retrieve
documents relevant to the collected claims. Each
claim-document pair was assigned to 3-5 Arabic-
speaking annotators for the stance annotation.
This corpus includes 3,042 claim-document pairs
annotated with the document’s stance towards the
claim, which can be "agree”, "disagree”, "discuss”
or "unrelated”. The authors applied some stance
detection models from the Fake News Challenge
(FNC) " to their proposed corpus, achieving a
weighted accuracy of 55.6% and an F1-score of
41.0%. This corpus is entirely in MSA and does
not cover dialects. It only covers one topic: the
Syrian War. It is also quite unbalanced, with most
of the pairs labeled unrelated (around 2,000 pairs).

In Jaziriyan et al. (2021), the authors presented
a target-based Arabic stance corpus called Ex-
aASC, which focuses on tweets and their replies.
The data collection involved extracting argumen-
tative tweets and their corresponding replies using
Twitter’s stream API. Then, the target of the source
sentence was determined by analyzing the con-
tent discussed in the replies, specifically related to
the original tweet. The resulting dataset comprises
9,566 tweet replies that at least two native Ara-
bic speakers annotated. These annotations are
based on the stance of each tweet reply towards
the target or an entity associated with the target,
and they are assigned one of the following labels:
"favor”, "against”, or "none”. The authors used var-
ious implementations of pre-trained BERT to eval-
uate the proposed corpus and obtained a Macro
F1-score of 70%. They stated that the models
that only used the target performed better than the
ones that used the whole tweet sentence. A lim-
itation of this corpus is that it is unbalanced due
to the random extraction of tweets from different
countries.

"http://fakenewschallenge.org
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Another target-based stance dataset was de-
veloped by Alturayeif et al. (2022). This dataset
comprises 4,121 multi-dialectal Arabic sentences
primarily gathered from Twitter. The dataset
centers around three topics: "COVID-19 vaccine,”
“digital transformation,” and "women empower-
ment.” These targets are associated with three
distinct labels: “Favor,” "Against,” and "None.”
The annotation process involved hiring Arabic
annotators through the Appen crowdsourcing
platform, ensuring linguistic accuracy and cultural
relevance. Four BERT-based models were used
with this dataset, and the best model achieved
a macro-F1 score of 78.89%. While the overall
dataset is balanced regarding the total number of
sentences related to each target, it is unbalanced
when considering the distribution of sentences
per stance label.

Target-based datasets for stance detection in Ara-
bic are currently limited to the works of Darwish
etal. (2017), Jaziriyan et al. (2021), and (Alturayeif
et al., 2022). The first dataset focuses only on one
target: the controversial issue of transferring own-
ership of the Tiran and Sanafir islands from Egypt
to Saudi Arabia. The two other datasets cover dif-
ferent dialects and targets but are not balanced.
To address this gap, we aim to propose a balanced
dataset for Arabic stance detection that spans a
variety of topics and covers the main Arabic di-
alects.

3. Overview of Our Stance Corpus

This section introduces our novel cross-domain
and multi-dialectal stance corpus, MARASTA.
We also highlight the steps taken to collect and
annotate the corpus data. Unlike most existing
corpora, our corpus is well-balanced and covers
several topics and Arabic dialects.

Given the numerous dialects that exist for Arabic,
we had to dissect the data collection task into
regions with similar dialects. We covered the
Maghreb region (focusing on Tunisia), Egypt, the
Levant Region (including Palestine and Jordan),
and the Gulf region. In addition to these Arabic
dialects, we also included the Modern Standard
Arabic (MSA), which is used for official and
generic communication. We collected at least
1,000 sentences for each of the four Arab regions,
totaling 4657 sentences. Table 1 shows examples
of sentences in our corpus and their English
translation and stance.

3.1. Data Collection

Our research team consisted of individuals from
diverse Arab countries, each deeply understand-

ing the controversial topics in their respective
regions. Each team member was tasked with
compiling a list of these controversial topics and
verifying their relevance through social media
and Website searches. We used three criteria
for choosing the topics. First, a topic should
be sufficiently controversial to ensure plenty of
discussions, with many posts and comments
expressing different stances. Second, a topic can
be either current or previously pertinent (within
the past 15 years). Third, a topic can be relevant
to one country or multiple countries.

After gathering controversial topic suggestions
from all team members, we explored social media
platforms to assess the availability of sentences
related to these topics. Then, for each Arab re-
gion, we selected the two most highly voted topics.
After that, we started collecting sentences related
to these topics by using related seed keywords.
Table 2 shows examples of the seed keywords
used to collect relevant sentences for some topics.

A sentence must meet the following criteria to be
included in our corpus: it must be written in Arabic
script (either in MSA or in the dialect of the chosen
region), it must be grammatically correct, related to
the chosen topic, and must either express a stance
(pro or against) or be neutral.

As collecting the sentences manually from multiple
social media sources and websites became time-
consuming, we resorted to social media platforms
that provided APl access and wrote Python scripts
for data collection from Twitter and YouTube. The
Python script for Twitter API requires the user to
have a set of keywords related to the topic saved
in a text file. The script then reads the text file and
looks for tweets that include the keywords. Then,
the script outputs a comma-separated value (.csv)
file containing the relevant tweets. The script
for YouTube API follows the traditional YouTube
search method: The user searches for videos re-
lated to a keyword, and the links for videos related
to that keyword are returned. The user is then
asked to input the links of the relevant videos, and
the comments under those videos will be compiled
and saved into a .csv file. The user should inspect
these files and move the appropriate sentences to
the shared workbook containing our corpus data.

3.2. Corpus Balancing

To ensure the balance of our stance corpus, we es-
tablished two rules. First, each topic from every re-
gion should have at least 504 sentences, 168 from
each stance class (“pro” for agreeing, “neutral” for
expressing no stance, and “against” for expressing
opposition). Second, half of the sentences should
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Region’s dialect Topic Example Translation Stance
. New Administrative . ~ .| I am shocked that We | Against
Egyptian Capital in Egypt Sole s L o L e dwrna AU | ave spent sixty  billion
ok Lwad Aealdl # Y5 | gollars on the new capi-
(Bl cras J 2ed 0SS | g Oh God, | hope |
understood or heard that
wrong.
Egypt's 2013 Politi- L Long live Egypt under the | Pro
cal Transition ouill pSa s Al J“"‘j rule of the president Sisi.
Maghreb lllegal Immigration N T The immigration is not a | Against
9 to Europe da S lela s s da Gies 80a | go1ution, and never has it
ever been a solution.
Tunisian  General ) . The UGTT is the largest | Neutral
Labor Union S il il fld W Tyisian [abor organiza-
500 000 psis «;g;mm tion with 500,000 mem-
« == | bers in 2017.
Gulf Region Fifa World Cup € 3 . The start of the World Cup | Neutral
9 2022 2022 Al s Ak B 2022 with the confronta-
20 & L5915 Sk dealse | tion between Qatar and
25 | Ecuador on the 20th of
November
Normalization With i . . | am personally satisfied | Pro
Israel oo bl ) ol oo s | ith the normalization, but
s Y (o2l s = | now others are not, dis-
agreements are possible.
Levant Region Presence' of e oom oY S, S oo Jordan is your home, and | Pro
Refugees in Jordan OF OF s e OO you are now part of us,
J9 At S8 ﬁ‘*““ )“5 L‘“‘f and we are very happy
Al JS & omosd | ith you. Greetings to all
Syrians around the world.
Feminism and | | i | Women destroyed the so- | Against
Women'’s Rights Gsiadly Ay gdinall 5 500 elodl ciety by demanding rights.

Table 1: Examples from each region of our corpus along with their translations and stances

Region’s dialect Topic Keywords Translation

Egyptian New Administrative | _ 3 ) The New Administrative Cap-
Capital in Egypt Aaclall 5 Saaad B ) Aesld i) - The New capital ; The

PR Aeald sl | Agministrative Capital
Maghreb lllegal Immigration to | o Immigration; Irregular Immi-
Europe sonel Rl il B oael 5 R a) | g ation: Clandestine Immi-

W Sbsosl s 2 | gration: Europe: Italy
Gulf Region Fifa World Cup 2022 World Cup in Qatar; The Or-

DB e Rl Y YY Lig; ks

ganization of Qatar's World
Cup; FIFA 2022; FIFA Qatar;
Qatar’s Mundial

Levant Region

Feminism and

Women'’s Rights

Feminists; The Femi-
nist Movement; Feminist
Protests; Masculinity

Glalaia¥) iy gual)l 48 all ecily guuill
A5 S €y sual

be in MSA, and the remaining half should be in the

Table 2: Examples of seed keywords from each region’s dialect and topic

respective regional dialect.

We developed dashboards for each region that up-
date data as entered to enforce the above rules.
The dashboards keep track of the total number of
sentences per topic, the number of sentences per
stance class, and the portion of sentences in each
dialect. The dashboards can be filtered by topic,

dialect, and stance class.

Table 3 shows the final number of sentences and
their distribution per topic, dialect, and stance.
This table reflects the results after the annotation
and discussion meetings. Consequently, some
sentences were excluded, resulting in a lower final
sentence count than our initial intent. For instance,
we have somewhat less than 504 sentences for
each of the two topics of Egypt. The final total
number of sentences in our corpus is 4657.
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Region’s Dialect Topic Sentence Count | Dialect Distribution Stance

MSA Dialect pro | neutral | against

Egyptian New Administrative Capital in Egypt 494 50.6% 49.4% 156 157 181

Egypt’s 2013 Political Transition 480 56.7% 43.3% 165 146 169

Maghreb lllegal Immigration to Europe 590 55.8% 44.2% 185 174 231

Tunisian General Labor Union 713 65.2% 34.8% 213 201 299

Gulf Region Fifa World Cup 2022 528 54.0% 46.0% 243 134 151

Normalization With Israel 577 55.5% 44.5% 171 208 198

Levant Region Presence of Refugees in Jordan 628 44.2% 55.8% 237 163 228

Feminism and Women'’s Rights 647 46.1% 53.9% 203 183 261

Table 3: Corpus statistics and sentence distribution

3.3. Annotation Guidelines

Establishing comprehensive guidelines is fun-
damental to any annotation project to ensure
consistency, accuracy, and reliability in the
annotated data, as explained in (Zaghouani
et al., 2014). Similar principles are applied in
their later works, focusing on Arabic diacritized
corpora (Zaghouani et al., 2016a) and ma-
chine translation post-editing (Zaghouani et al.,
2016b), underscoring the importance of clear,
well-defined guidelines in producing high-quality
annotated datasets. These methodologies not
only facilitate the annotation process but also
enhance the utility and credibility of the resulting
corpora, as seen in their contributions to Ara-
bic language resources (Bouamor et al., 2018;
Habash et al., 2018; Zaghouani and Charfi, 2018).

We developed detailed annotation guidelines for
our corpus to ensure consistent and reliable anno-
tations. The guidelines provide clear instructions
and examples to the annotators, helping them ac-
curately identify the stance expressed in each sen-
tence toward the given topic. These guidelines
covered the following key aspects:

+ Definition of Stance: A clear explanation of
stance was given, differentiating it from sen-
timent or opinion. The guidelines defined
stance as the expression of being in favor of,
against, or neutral towards a specific target.

» Stance Labels: Detailed descriptions of
the three stance labels used in the anno-
tation: "Pro” (expressing support or agree-
ment), "Against” (expressing opposition or
disagreement), and "Neutral” (expressing nei-
ther support nor opposition).

« Annotation Process: Step-by-step instruc-
tions on the annotation process, including
the number of annotators per sentence, con-
flict resolution procedures, and quality control
measures.

+ Examples and Edge Cases: Numerous ex-
amples illustrating each stance label, edge

cases, and ambiguous instances to help an-
notators understand and consistently apply
the guidelines.

3.4. Corpus Annotation

The corpus was annotated by a team of skilled
native Arabic speakers from the four regions we
selected. These employees were hired as part-
time employees with an undergraduate academic
degree in either Computer Science or Information
Systems. They also have a background in NLP,
which they gained through involvement in at least
one prior project.

Each sentence was annotated blindly by two
annotators. For each topic/sentence pair, both
annotators were given detailed annotation guide-
lines and instructed to determine the stance of the
sentence towards the given topic. After these two
rounds of annotation, a script was run to detect
conflicts, i.e., cases where the two annotators dis-
agreed. Conflicts were then resolved by including
a third annotator. If two annotations out of three
match, then the two matching annotations would
be considered as the final annotation. If all three
annotations were different or if the sentence was
vague for either the second or the third annotator,
whether because she considered it as unrelated
to the topic or its meaning was unclear, the sen-
tence was labeled as "discuss”, and a discussion
meeting took place, which was attended by the
three annotators involved. During the discussion
meeting, the three annotators discussed the
conflicted sentences, and a majority vote was
used to determine the final annotation. If the three
annotators agreed that a particular sentence was
unclear or unrelated to the topic, the sentence
would be eliminated from the corpus, leading
to the final numbers shown in Table 3. In all
annotation rounds, the annotators were familiar
with the dialect of their assigned sentences.

To assess the quality of the annotation, we calcu-
lated the inter-annotator agreement. Since there
are two main annotators, we used Cohen’s Kappa,
as shown in Table 4, for the different regions.
All kappa scores are above 0.80, indicating sub-
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stantial agreement among the annotators, which
speaks to the quality of the annotation.

Dialect Cohen’s Kappa
Egyptian 0.8157
Maghreb 0.8921

Gulf Region 0.8041
Levant Region 0.8265
Overall 0.8376

Table 4: Corpus’ inter-annotator agreement metrics us-
ing Cohen’s Kappa

4. Experiments

This section presents the methodology and results
of our machine-learning experiments to test and
evaluate our dataset for stance detection in Arabic.

41. Setup

We split our dataset into training and testing sets
with a 75:25 ratio, comprising 3,492 samples for
training and 1,165 samples for testing.

Each sample extracted from the dataset com-
prises a topic name, a corresponding sentence,
and a classification label indicating the sentence’s
stance toward the topic. We removed URLs,
emails, stop words, punctuation, and non-Arabic
characters to preprocess the text data. The pro-
posed model is designed to determine the stance
of a given sentence towards a specified topic,
whether it is in favor, against, or neutral. Since
machine learning models cannot understand
text inputs directly, we defined several feature
extraction methods, such as unigram-vectorizer,
bigram-vectorizer, trigram-vectorizer, and tfidf-
vectorizer, to extract features from the text data.
These methods were applied to the training and
testing sets, generating sparse matrices that can
be used as inputs to the machine learning clas-
sifiers. We trained traditional and neural network
classifiers to identify the most effective approach
for our task. Initially, we tested traditional ML
classifiers such as Support Vector Machines
(SVM), Logistic Regression (LR), Random
Forests, and Decision Trees. Then, we tested a
neural network model, the Multi-Layer Perceptron.

All experiments were conducted using Google Co-
lab?, which served as the cloud-based computing
infrastructure. It provided the computational re-
sources required for training and evaluating the
models. We used the pandas package to manip-
ulate and analyze the data and the nltk package
during the preprocessing phase for tasks such as

Zhttps://colab.research.google.com/

tokenization and stop word removal. We relied
on the package sklearn for training and evaluat-
ing all the machine learning classifiers for training
and evaluating all the machine learning classifiers.

4.2. Results

To evaluate each model's performance with our
dataset, we used accuracy and F1-score as eval-
uation metrics. We also generated a classification
report, which provides a detailed analysis of the
model’s performance for each class (pro, against,
and neutral). This report helped us understand
which models were better suited for our task. In
addition, we analyzed the performance of each
extracted feature to identify the most suitable
feature for each model.

During the preprocessing step, we removed stop
words, which negatively impacted the perfor-
mance. This can be explained by the importance
of some stop words, such as negation words, in
determining the stance of a sentence. Based on
that observation, we decided to skip the stop-word
removal.

Table 5 compares the performance of the different
classifiers using various vectorization techniques
for feature extraction, including Unigram, Bigram,
Trigram, and TF-IDF. The F1-score represents a
weighted average of the three labels, calculated
using precision and recall, which considers true
positives, false positives, and false negatives. Ac-
curacy, however, measures the proportion of cor-
rectly classified instances among all instances in
the dataset. This analysis provides insights into
the effectiveness of the classifiers across different
feature extraction methods. Additionally, we sep-
arately vectorized the topics and sentences and
then combined their vectors, which led to the re-
sults shown in Table 6.

Classifier Unigram Bigram Trigram TF-IDF
F1 | Acc | F1 | Acc | F1 | Acc | F1 | Acc
SVM 60| 60 | 41| 45| 35| 42 | .66 | .66
Logistic Regression 65| 65 | .56 | .56 | 48 | .50 | .65 | .65
Random Forest 60| 60 | .51 | B3 | 42| 47 | B9 | .59
Decision Tree .55 | 655 | .53 | .54 | 46 | 48 | .50 | .50
Multi-Layer Perceptron | .65 | .65 | .59 | .59 | 49 | .51 | .65 | .65

Table 5: Performance of ML models for stance detec-
tion using combined vectorization

Classifier Unigram Bigram Trigram TF-IDF
F1 | Acc | F1 | Acc | F1 | Acc | F1 | Acc
SVM 61] 62 | 41| 44 | 37| 41| 63| 64
Logistic Regression 64 | 64 | 56 | .56 | 44 | 45 | 66 | .66
Random Forest 64| 64 | 51| 53 | 41| 42 | 62 | .62
Decision Tree .56 | .56 | .53 | .54 | 42 | 43 | 52 | .52
Multi-Layer Perceptron | .66 | .66 | .58 | .59 | .41 | 42 | .66 | .66

Table 6: Performance with separate vectorization and
combined vectors
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We observe slight variations in the performance
metrics for each classifier and vectorization
method by comparing the two approaches by
comparing the two approaches. These differ-
ences highlight the impact of treating the topics
and sentences as separate features during the
vectorization process, leading to slight variations
in the classification performance. For the SVM
classifier, using separate vectorization and com-
bined vectors, the F1 scores range from 0.37 to
0.63, while the accuracy scores range from 0.41
to 0.64. Logistic Regression also shows similar
variations, with F1 scores ranging from 0.44 to
0.66 and accuracy scores ranging from 0.45 to
0.66. For Random Forest, the F1 scores range
between 0.41 and 0.64, and accuracy scores
range between 0.42 and 0.62. Decision Trees
achieves F1 scores from 0.42 to 0.56 and accu-
racy scores from 0.43 to 0.52. Lastly, Multi-Layer
Perceptron achieves F1 scores between 0.41 and
0.66 and accuracy scores between 0.42 and 0.66.

Although the experimental results display several
combinations with very similar results, we opted
for the one that performed better with both fea-
tures, even if the differences were slight. The MLP
achieved the best performance using unigram and
TF-IDF features for separate and combined vec-
torization. This model consisted of multiple hid-
den layers, resulting in 2,178,100 parameters rep-
resenting the weights and biases learned during
the training. The model's RAM (Random Access
Memory) usage was 3.7 GB (out of the total avail-
able 12.7 GB). Additionally, the GPU RAM usage
was 0.8 GB (out of the total available 15.0 GB).

4.3. Discussion

We explored different feature combinations to
enhance the classifiers’ performance. However,
the results of our experiments demonstrated
that these feature combinations did not yield
significant improvements. Therefore, our focus
shifted towards selecting each classifier’s most
effective individual feature extraction method to
achieve the best performance.

The results presented in Table 7 show variations
in the performance of different classifiers and fea-
ture extraction methods. The SVM classifier per-
forms better using the TF-IDF feature extraction
method, achieving the highest F1 score of 0.63
and an accuracy score of 0.64. Similarly, the Lo-
gistic Regression classifier performs better with
the TF-IDF feature extraction method, achieving
an F1 score of 0.66 and an accuracy score of 0.66.
These results indicate that the TF-IDF feature ex-
traction method captures essential information for
both SVM and Logistic Regression.

In contrast, Random Forest performs better when
using the unigram feature extraction method,
achieving an F1 score of 0.64 and an accuracy
score of 0.64. The Decision Trees classifier per-
formed lower than the other classifiers with uni-
gram and TF-IDF features. Its F1 scores range
from 0.42 to 0.56, and its accuracy scores range
from 0.43 to 0.52, showing some limitations.

On the other hand, the MLP classifier achieved
an F1-score of 0.66 and an accuracy of 0.66
with the Unigram and TF-IDF features, which is
the highest among all the evaluated classifiers.
MLP models, like other deep learning models,
often require larger datasets to train their multiple
layers of neurons effectively. However, it is
essential to consider the data’s quantity, quality,
and representation. While larger datasets can
generally provide more diverse examples and
improve model performance, it is still possible
to achieve good results with MLP models using
smaller datasets if the data is high quality and
representative of the problem at hand.

Among the state-of-the-art datasets for Arabic
stance detection, we found that the MAWQIF
dataset (Alturayeif et al., 2022) is quite similar
to ours as it considers the stance of sentences
towards specific targets. Therefore, we used
the MAWQIF dataset for comparison purposes
and tested it using the MLP model with TF-IDF
features, demonstrating its best performance.
Table 7 compares evaluation metrics between
our dataset and the MAWQIF dataset for each
stance class. Three key metrics, namely Preci-
sion, Recall, and F1-score, are provided for each
stance class, namely, “Favor,” "Against,” and
"Neutral”. Additionally, we included the overall
accuracy and F1-score to provide a global per-
spective of model performance with both datasets.

It is noteworthy that the MARASTA and MAWQIF
datasets were separately trained and tested us-
ing the same model. We observed the following
performance metrics: the model achieved an ac-
curacy of 0.73 and an F1-score of 0.71 with the
MAWQIF dataset. In contrast, this model achieved
an accuracy with our dataset MARASTA and an
F1-score of 0.66. However, a deeper analysis re-
veals significant differences in performance within
individual stance classes for the MAWQIF dataset.
Specifically, within the 'Neutral’ class, the preci-
sion was 0.42, the recall was 0.19, and the F1-
score was 0.26. For the 'Against’ class, the pre-
cision was 0.64, the recall was 0.63, and the F1-
score was 0.64. Meanwhile, for the 'Pro’ class,
the precision was 0.78, the recall was 0.86, and
the F1-score was 0.82. On the other hand, for
MARASTA, within the 'Neutral’ class, the precision
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Dataset

Class Metric MARASTA | MAWQIF
Precision 0.69 0.78
Pro Recall 0.63 0.86
F1-score 0.66 0.82
Precision 0.67 0.64
Against Recall 0.63 0.63
F1-score 0.65 0.64
Precision 0.61 0.42
Neutral Recall 0.73 0.19
F1-score 0.66 0.26
Overall Accuracy 0.66 0.73
Macro F1-score 0.66 0.71

Table 7: Performance comparison of our dataset
MARASTA and MAWQIF dataset for detecting each
stance class

was 0.61, the recall was 0.73, and the F1-score
was 0.66. In the ’Against’ class, the precision was
0.67, the recall was 0.63, and the F1-score was
0.65. For the 'Pro’ class, the precision was 0.69,
the recall was 0.63, and the F1-score was 0.66.
Unlike MAWQIF, which shows excellent perfor-
mance for the 'Pro’ class but poor performance for
the 'Neutral’ class, our dataset demonstrates more
balanced performance across all stance classes.
The significant disparity in performance across dif-
ferent stance labels can be directly attributed to
the imbalance in label distribution in MAWQIF, un-
derscoring the importance of addressing class la-
bel imbalances. We attribute the better model per-
formance on our corpus to the balanced distribu-
tion of sentences among the three stance classes,
which ensures that the model is exposed to a di-
verse range of examples for each stance, allowing
it to learn and generalize better.

5. Conclusion

We presented a novel cross-domain multi-
dialectal Arabic stance corpus, which covers
four regions of the Arab World: Maghreb, Egypt,
Levantine, and the Gulf. This corpus includes
over 4,500 sentences grouped into eight distinct
topics across all regions. The collected sentences
were annotated by going through at least two
rounds of annotation, with a third round added in
case of a conflict. Furthermore, we reported on
machine learning experiments that we conducted
on our stance corpus for the stance detection
task using classical classifiers and neural network
models with different feature combinations to
build a model that can automatically predict
the stance of any sentence in Arabic. The
Multi-Layer Perceptron (MLP) classifier gave the
best when using Unigram or TF-IDF features.
Combining features to increase performance was
less effective than selecting the best individual

feature extraction techniques for each classifier.
Additionally, we demonstrated that the balanced
distribution of sentences across classes in our
dataset contributes to the consistent performance
of the model across different stance labels. This
highlights the importance of balancing distribution
for improved performance. Our future work will
focus on building tools for stance detection in
Arabic and applying these in real-world scenarios.

6. Limitations

One limitation of our corpus is its relatively small
size, with slightly more than 4,500 annotated sen-
tences. Additionally, the number of sentences of
around 500 per topic could be considered small.
This might limit the number of words that are cov-
ered by each dialect. However, our experiments
show that the small size of the corpus is compen-
sated by its sound quality. Furthermore, for some
regions covered by our corpus, only one dialect
was included as representative of the region, such
as the Maghreb region, where we only included
sentences from the Tunisian dialect. The issue of
specific words to certain countries with similar di-
alects might arise. Besides, while our corpus cov-
ers four main Arabic dialects, some Arabic dialects
are still not covered, such as Iragi and Yemeni.

7. Ethical Considerations

In developing the MARASTA corpus and conduct-
ing the experiments for stance detection, we have
upheld stringent ethical standards to ensure the
respect and protection of individual privacy and
data. Our data collection processes were meticu-
lously designed to use publicly available informa-
tion, avoiding personally identifiable information to
maintain anonymity and confidentiality.

During the annotation process, we employed an-
notators who are native speakers and possess a
background in NLP. This ensured a high level of
understanding and sensitivity towards the cultural
and linguistic nuances of the Arabic language and
its various dialects. Annotators were trained to
handle data ethically, maintaining impartiality and
objectivity in their annotations.

We acknowledge that stance detection can be
sensitive and potentially controversial, particularly
in politically and socially charged contexts. There-
fore, we emphasize that our research aims to ad-
vance understanding of NLP and not to foster or
endorse any particular viewpoint or stance. We
strive to contribute to the broader academic com-
munity’s knowledge and develop tools to assist in
understanding language, stance, and sentiment in
a multicultural and multilingual world.
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