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Abstract

We present pioneering research in the realm of Natural Language Processing (NLP) for the endangered Manchu
language. Recognizing the critical importance of linguistic preservation, we experiment with three language models
— BILSTM-CRF, BERT, and mBERT - for Named Entity Recognition (NER) and Part-of-Speech (POS) tagging
tasks. Given the limited digitized Manchu text available, we augment the data using GloVe embeddings for the
pre-training of BERT-based models. Remarkably, all models demonstrated outstanding performance, achieving
over 90% F1 score in both NER and POS tagging tasks. Our research not only marks the first application of NLP
on Manchu and the inaugural use of BERT-based models for the language but also stands as the first endeavor to
employ Manchu for NER and POS tagging. To foster further exploration and applications in the field, we make our
fine-tuning dataset and models available to the public. Through this research, we aim to underscore the significance
of NLP in the protection and revitalization of low-resource languages.

Keywords: Manchu language, NER, POS tagging, Low-Resource Language, Endangered Language, Data

Augmentation, BiLSTM-CRF, BERT, mBERT

1. Introduction

Natural Language Processing (NLP) has experi-
enced a meteoric rise over the past few years,
with the focal point of this development predom-
inantly centering around English and other Indo-
European languages. The momentum of ad-
vancements in these language domains is accel-
erating at an unprecedented rate. Consequently,
there is an increasing disparity between the at-
tention and resources dedicated to dominant lan-
guages and the low-resource languages.
Manchu, an extremely low-resource language,
typifies this dichotomy. In addition, while the
linguistic study of the Manchu language is vi-
brant, NLP research in Manchu remains unex-
plored. Our study embarks on the creation
of transformer-based language models trained
on Manchu, demonstrating commendable perfor-
mance, specifically in the NLP tasks of Named En-
tity Recognition (NER) and Part-of-Speech (POS)
tagging. Table 1 shows snippets of examples from
the task datasets.

The main challenge to training a Transformer
model with Manchu is the limited volume of dig-
itized Manchu text data. To circumvent this, we
employ the data augmentation method from Seo
et al. (2023). We then develop model architec-
tures including BILSTM-CRF, multilingual BERT
(mBERT), and BERT. Notably, we trained three
separate BERT models from scratch using three
versions of augmented data.

For NER, while precision was highest with
BILSTM-CRF, recall and F1 score peaked with
BERT trained with half-augmented data, where

half of the words in each sentence in the dataset
are replaced with their respective synonyms via
the GloVe embeddings. For POS tagging, BERT
trained with half-augmented data overshadowed
in the precision, recall, and F1 score, although
BERT trained with full-augmented data matched
in the recall.

For further research, we anticipate more rigor-
ous and diverse transformer-based models utiliz-
ing digitized Manchu data via OCR. This augments
prospects of branching into other NLP tasks, in-
cluding Transformer-based machine translation.
Moreover, we aim to make this research applica-
ble to other studies focusing on low-resource lan-
guages. The tasks performed in this study, such
as POS tagging and NER, will be beneficial for fa-
cilitating analyses that require less labor-intensive
approaches for the yet unannotated corpora in the
Manchu language.

Our contributions are as follows:

¢ Construction of Manchu NLP Task Datasets

 Training and evaluation of Manchu language
models

» Performing an in-depth study on the endan-
gered Manchu language

2. Related Works

Low-resource language model

Numerous endeavors have been made to develop
language models for low-resource languages. For
instance, AraBERT (Antoun et al.,, 2020) and
PhoBERT (Nguyen and Nguyen, 2020) are BERT
variations specialized for Arabic and Viethamese
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text

label

Named Entity Recognition

te geli lio be wen i gisun de latuna habi ,
now also Liu Bo Wen GEN word DAT approach PRS.PRF
“Now you are also obsessed with what Liu Bowen has said.”

O OBSC-BBSC-IBSC-IO00000

hesihe de buce he seme,
Hesihe DAT die P.PST COMP ,
“that he has died in Hesihe region,”

PLC-BOOOOO

POS tagging (simplified tags)

han ji fi geli afa me gai mbi kai ,

nv verb e nv verb e verb e ptcl mark

Khan come CVB.ANT again attack CVB.SIM take NPST PTCL ,
“Khan will truly come again and attack you to take (the castle).”

emu ciyandzung de duin niyalma ,
one Qianba DAT four person ,
“He (gave) a Qianba (proper name of a position) 4 persons,”

nv nv.cm nv nv mark

POS tagging (original tags)

wang_tsanjiyang be gai fi ,
Wang_Canjiang ACC take CVB.ANT ,
“Accompanying Wang Canjiang (proper name of a position)”

nn::prpn cm::acc verb::vv e::cve mark::comma

suwen be bibu mbi o,
2PL ACC let.exist NPST Q,
“I will not let you exist (if you are still there.)”

pn::2pl cm::acc verb::vv e::fve.npst ptcl mark::comma

Table 1: Task data examples

respectively. Ogueji et al. (2021) introduced AfriB-
ERTa, a Transformer-based multilingual model
trained on low-resource African languages. This
model has showcased promising performance in
tasks like text classification and NER. Further-
more, Azunre et al. (2021) unveiled a BERT model
exclusively trained for Akuapem Twi, aiming to en-
hance machine translation capabilities.

Models like BLOOM (Scao et al., 2022), which was
trained on 46 distinct natural languages, multilin-
gualBERT (Libovicky et al., 2019) that generates
sentence representations for 104 languages, and
XLM-RoBERTa, a transformer-based language
model trained on a hundred languages, represent
multilingual language models that include a broad
spectrum of language families.

Language Tasks in the Low-Resource
Scenario

Monolingual natural language processing (NLP)
task datasets have been developed for languages
with limited linguistic resources: a paraphrased
text set for Bangla (AKkil et al., 2022), a dataset
for sentiment analysis of major Nigerian languages
(Muhammad et al., 2022), Bengali news dataset
(Akash et al., 2023), and so on. Benchmarks
that collect several tasks written in a specific low-
resource language are like the following: Turkish’,
Lao?, Hausa?®, and so on.

For the NER task, many studies have explored
the utilization of pre-trained multilingual models
or transfer learning techniques across languages,

"https://github.com/GGLAB-KU/turkish-plu
“https://github. com/wannaphong/

Awesome-Lao-NLP

*https: //github.com/hausanlp/hausanlp

particularly in low-resource settings. Chen et al.
(2021) fine-tuned XLM-RoBERTa with augmented
datasets for Uyghur and Hungarian, while Sa-
bane et al. (2023) investigated several monolin-
gual and multilingual models for Hindi and Marathi.
Dang et al. (2023) incorporated BERT and a lex-
ical adapter for addressing challenges in Chi-
nese. Furthermore, Torge et al. (2023) employed
RoBERTa and high-resource languages from the
same language family to tackle NER tasks in Up-
per Sorbian and Kashubian.

For the POS tagging task, numerous studies have
employed neural network models including RNNs,
LSTMs, and sequence-to-sequence systems, ad-
dressing languages such as Latin (Celano, 2020;
Wrébel and Nowak, 2022), Romanian (L&rincz
et al., 2019), and Amharic (Hirpassa and Lehal,
2023). Recently, there has been a surge in
research focusing on Transformer-based model
architectures. Notably, research endeavors in-
clude POS tagging of Gurmukhi Punjabi utilizing
the IndicBERT-BILSTM architecture (Kumar and
Sikka, 2023) and POS tagging of Korean leverag-
ing a two-layer Transformer encoder alongside a
novel syllable-based approach (Shin et al., 2023).

3. Data Construction

ManNER & ManPOS: Construction
of Manchu NLP Task Datasets

The Manchu language is one of the Manchu-
Tungusic languages used in Northern Asia. It was
the major language in the Qing Dynasty, but now it
is nearly extinct (Kim et al., 2008) and is primarily
used in written form. However, there are several
old literature written in the Manchu language. We

3.1.
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will use the term ‘Manchu language’ to refer to this
written form of Manchu in our study.

The main source of our NER task and POS tag-
ging is the morphologically annotated corpus of
Manwen Laodang Taidzu, introduced by Choi et al.
(2023)*. Manwen Laodang is a piece of literature
containing the history of the uprising of the Jurchen
and Manchu people. The literature is written in the
Manchu language using the Manchu script. Choi
et al. (2023) transcribed this book using Moéllen-
dorff (1892)'s romanizing system and annotated
each morpheme.

This corpus has the format of JSON, and the total
number of morphemes in the corpus is 252,645.
The names and structures of the tags in the corpus
are provided from Choi et al. (2023), and the full
tag list can be found in Table 11. They are classi-
fied as content words, functional words, and punc-
tuation marks. Each classification includes some
classes, and they have several categories, which
are denoted by a double semicolon (‘::’). The ex-
ample of the tagging for the Manchu sentence ‘tu-
men cooha be unggifi tosoho,” (“He sent 10,000
soldiers to block the road.”) is shown in Table 2.
The meanings of the notations in Table 2 can be
found in Table 3.

form analyzed & annotated
tumen  tumen/nv::nv
cooha  cooha/nv::nv

be be/cm::acc

unggifi  unggi/verb::vv + file::cve
tosoho toso/verb::vv + ho/e::pst.ptcp
, Jmark::comma

Table 2: Examples of annotation for Manchu sen-
tences in Choi et al. (2023)’s corpus

tag class category
nv::nv non-verbal non-verbal
cm::acc case marker accusative
verb::vv verb stem

e:cve ending converb
e::pst.ptcp ending past participle
mark::comma marker comma

Table 3: Meanings of the tags in the example of
Table 2

Proper nouns, the focus of our NER task, are an-
notated with the following tags: “prpn” for basic
proper nouns; “prpn.person” for personal proper
nouns; “prpn.plc” for place proper nouns, as
shown in Table 4. The numbers of each kind
of pronouns are as follows: 5,622 basic proper

“The corpus can be downloaded through this
GitHub repository: https://github.com/Kkamakpyel/
manwenlaodang

nouns; 4,417 personal proper nouns; 1,145 place
proper nouns. The sum of these is 11,184 (Choi
et al., 2023). In NER task, we change “prpn”
to “BSC” (BaSiC proper noun), “prpn.person” to
“PER” (PERsonal proper noun), and “prpn.plc”
to “PLC” (PLaCe proper noun). The labeling of
Named Entity Recognition (NER) tags adheres to
the widely used BIO system, as commonly re-
ported in the literature.

The NER and POS tagging task datasets are pro-
vided via the GitHub repository.®

Manchu Romanized form tag

oY b babai efu BSC
G bujantai PER
ot hoifa PLC

Table 4: Examples of proper nouns in Manchu

3.2. Data Augmentation for a
Monolingual Manchu Corpus

We collect digitized, romanized monolingual
Manchu data for the purpose of training BERT
models. Due to the limitation of digitized Manchu
text data, we employ the data augmentation
method from Seo et al. (2023). This approach in-
volves training GloVe embedding models with two
versions of the dataset: one with sentences of at
least 3 words and another with sentences of at
least 5 words. We use various window sizes dur-
ing training (1, 3, 5, 7, and 10), resulting in 10 dis-
tinct GloVe embeddings.

For each word in the dataset, we find the most
similar word predicted by each GloVe model. The
word with the highest frequency among the 10
models is chosen as the synonym. We then re-
place a word in each sentence from text data
with this identified synonym. This process gener-
ates two augmented dataset versions. The first
replaces as many words as possible with syn-
onyms(‘full augmentation’), significantly increas-
ing the dataset size relative to the average sen-
tence length. The second version replaces half
of the words in each sentence with their respec-
tive synonyms(‘half augmentation’), resulting in a
dataset about half the size of the first method.

For fairness, we shuffle the sentences in the origi-
nal data and then split it into test data and data for
augmentation. The split data is then augmented
into two separate versions, half augmentation and
full augmentation respectively. Additional details
of dataset size can be found in Table 5.

*https://github.com/sanajlee/Manchu-NLP
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dataset size

augmentation (# of sentences)

no augmentation 195,611
half augmentation 2,698,159
full augmentation 5,207,069
test data 19,541

Table 5: The size of each dataset

4. Training Manchu LMs
4.1. Monolingual Manchu BERT

In an inaugural endeavor to utilize the Transformer
architecture on Manchu language, we embark on
training and comparatively assessing three ver-
sions of BERT. These three models exhibit iden-
tical architectural configurations and training ob-
jectives, differing solely in the volume of training
data. To elaborate, the three versions of training
data encompass: the entirety of accessible mono-
lingual Manchu data without any augmentation;
data with half augmentation; and data with full aug-
mentation. These models, which employ BERT-
base configuration, are trained for 10 epochs with
the following hyperparameters: vocabulary size
of 25,000 using WordPieceTokenizer, maximum
length of 512, and training batch size of 10.

4.2. Adaptation of Multilingual BERT to
Manchu corpus

We attempt to adapt the well-trained multilingual
BERT model to the unseen Manchu language.
Such a multilingual model is expected to have
learned general linguistic knowledge from various
languages in its training corpus. Then we ex-
pect the model to additionally learn the properties
of Manchu and align them to its existing embed-
ding space. We employ the checkpoint of MBERT
(bert-multilingual-uncased)® and continually pre-
train it with our Manchu corpus.

We utilize the “full augmentation’ version of mono-
lingual Manchu texts as the corpus for continu-
ally training mBERT. Additionally, tokens to ex-
pand the mBERT vocabulary are selected by train-
ing a WordPiece tokenizer on the corpus. We
get 10,000 tokens from the tokenizer and add
8,325 tokens which are not included in the orig-
inal mBERT tokenizer. The expanded tokenizer
includes 114,204 tokens in its vocabulary.

We train the model for one epoch, with all the con-
figurations and settings following those of the orig-
inal mBERT. For further training, the hyperparam-
eters include the sequence max length of 512 and
training batch size of 16.

®https://github.com/google-research/bert/
blob/master/multilingual.md

4.3. BIiLSTM-CRF Models for Manchu
NLP Tasks

In our study, we employ the Bi-LSTM-CRF model,
which integrates a bidirectional Long Short-Term
Memory (Bi-LSTM) network with a Conditional
Random Field (CRF) layer (Lafferty et al., 2001).
By employing the strengths of both Bi-LSTM and
CRF, this combined architecture not only lever-
ages contextual features from the entire input se-
quence but also delivers improved tagging accu-
racy. It is noteworthy that the BiLSTM-CRF con-
figuration has gained widespread adoption in tasks
such as POS tagging, chunking, and various NER
datasets.

In BiLSTM-CREF, the embedding layer transforms
word indices into continuous vectors. We set the
embedding dimension e to 256. The size of the
hidden state, represented by h, is also configured
to 256. To reduce overfitting, we introduce a 0.5
dropout rate. We employ the ‘full augmentation’
version of monolingual Manchu texts as the train-
ing dataset for this model over 10 epochs, utiliz-
ing a training batch size of 32. The maximum
sequence length is adjusted to accommodate the
longest sequence within the training dataset.

5. Experiments

5.1. Experiment Settings

For task inference, we split each dataset into
training, validation, and test sets with a ratio of
8:1:1. As a result, the constructed datasets in-
clude 27,510, 3,519, and 3,531 examples in the
training, validation, and test sets, respectively, for
all the tasks we provide in this paper.

We perform each task experiment with six differ-
ent models: BiLSTM (baseline), BILSTM-CREF, the
mBERT-based model that we continually train with
the monolingual Manchu texts (mBERT), and the
three versions of pre-trained monolingual Manchu
language-based BERT models with the different
portions of word replacement for data augmenta-
tion (no aug, half aug, full aug).

As a baseline, we opt for the basic bidirectional
Long Short-Term Memory (BiLSTM) model. This
model is trained with configurations identical to
those outlined for our BILSTM-CRF model in Sec-
tion 4.3, with the exception of the maximum se-
quence length set to 50.

Especially, we fine-tune the monolingual BERT
models and the Manchu-adapted mBERT model
that we mentioned in sections 4.1 and 4.2, to per-
form the NER and POS tagging tasks that we pro-
vide. We employ and modify the basic structure
of the fine-tuning codes from KoELECTRA (Park,
2020), with hyperparameters such as the max se-
quence length of 128, training batch size of 32, and
learning rate of 5e-5. The training procedure for
each task is repeated for 20 epochs.
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5.2. Named Entity Recognition

Model Precision Recall F1

BiLSTM 86.23 72.02 77.90
BiLSTM-CRF 93.53 93.91 93.72
mBERT 92.47 91.64 92.05
no aug 91.41 9245 91.92
half aug 93.23 94.97 94.09
full aug 92.59 94.32 93.45

Table 6: Overall Performance for NER

As shown in Table 6, the half-augmented mono-
lingual BERT model (‘half aug’) shows the best
F1 score for Named Entity Recognition, although
the BILSTM-CRF model obtained the best preci-
sion score. Then the fully augmented BERT model
(‘full aug’) shows slightly lower performance than
those of the best models. Among the pre-trained
monolingual BERT models, the models that were
trained with augmented datasets show better per-
formance than the model trained on the original
Manchu texts without any data augmentation pro-
cess. All these outcomes surpass the baseline

as PER-B, and BSC-I and BSC-O also being mis-
predicted as O. These tendencies were observed
consistently across all models and settings in our
study.

This is due to the characteristics of personal
proper nouns and the fundamental issues in the
annotated corpus. Many personal names in the
Manchu language are derived from bare nouns.
For example, hashd, a nickname for the Ula tribe,
originally means “leaf side.”Additionally, multi-
word proper nouns in the corpus for our study were
not split into separate forms. It can be easily in-
ferred that common nouns like defining official po-
sitions are also classified as BSC.

In the baseline scenario, the simple BiLSTM model
exhibits notably low recall scores for the classes
BSC and PLC, and also demonstrates lower per-
formance on the PER label compared to the other
proposed models.

5.3. Part-of-Speech Tagging
Simplified Tags

results obtained with the simple BILSTM model, Model Precision Recall F1
thereby demonstrating the discriminative capacity BiLSTM 81.15 76.20 78.26
of our dataset, which underscores the complexity BiLSTM-CRF 99.48 97.39 98.27
of the task. mBERT 99.34 99.33 99.33
no aug 99.78 99.78 99.78
NER Label Precision Recall F1 half aug 99.49 99.48 99.48
BiLSTM full aug 99.82 99.80 99.81
BSC 88.05 66.67 75.88
PER 78.55 88.34 83.16 Table 8: Overall Performance for POS Tagging
PLC 93.84  69.47 7984  (simplified tags)
Overall 86.23 7202 7790 Table 8 reports that nearly all of the models ex
BILSTM-CRF hibit perfect performance in the POS tagging tasks
BSC 93.39 93.24 93.31 for all cl H i1 Table 9. th |
PER 9158 9507 9329 or all classes. However, as in Table 9, the only
PLC 100.00 9333 96.55 exception is the prediction of the ‘sfx’ tag, with a
- . - recall score of 0.75. This may be due to the ho-
Overall 93.53 9391 93.72 mogeneous form of the morpheme tagged with
mBERT ‘sfx’ and the morpheme tagged with other labels.
BSC 94.74 92.75 93.73 For example, bu, tagged with ‘sfx,” serves as the
PER 87.94 89.91 88.91 causative-passive suffix. Yet, bu is also the stem
PLC 96.82 9212 94.41 of a common verb meaning ‘to give.” However, the
Overall 92.47 91.64 92.05  frequency of mismatched ‘sfx’ tags is only four.
BERT (half aug) In the case of the baseline BiILSTM model, it cor-
BSC 95.04 95.65 95.35 rectly predicts none of the instances for the tag
PER 90.32 9417 92.21 ‘sfx.” Nevertheless, it demonstrates notable per-
PLC 94.55 94.55 94.55 formance across other tags, akin to the perfor-
Overall 93.23 94.97 94.09 mance exhibited by other proposed models.

Table 7: Performance on each tag class for NER

In the NER task, as in Table 7, the prediction ac-
curacy for proper nouns is nearly 0.95, but that of
personal proper nouns is relatively low. The errors
typically manifest in various ways, such as PER-
B being mispredicted as O, O being mispredicted

The high tagging performance for simplified tags
can be attributed to several factors. Firstly, the
number of simplified tags is smaller than that of
the full tags, and they do not require consideration
of additional information such as negation or noun
quality (e.g., proper noun, etc.) because these de-
tails are already incorporated within the simplified
tags.
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Model BiLSTM BiLSTM-CRF BERT mBERT
POS Tag Label Precs. Recall F1 Precs. Recall F1 Precs. Recall F1 Precs. Recall F1
cm 99.63 99.97 99.80 99.89 99.94 99.91 99.97 99.97 99.97 99.92 99.92 99.92
comp 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00 100.00
e 99.73 99.79 99.76 99.95 99.93 99.94 99.88 99.83 99.86 99.88 99.88 99.88
mark 100.00 100.00 100.00 99.92 99.79 99.85 100.00 100.00 100.00 100.00 100.00 100.00
nn 96.36 95.51 95.94 96.65 98.83 97.73 96.93 98.31 97.62 95.61 95.61 95.61
nv 99.26 99.79 99.53 99.79 99.44 99.61 98.92 98.69 98.80 98.48 98.45 98.47
pn 99.67 79.52 88.46 98.11 99.18 98.64 99.72 100.00 99.86 100.00 99.72 99.86
ptcl 98.99 65.63 78.93 100.00 99.04 99.52 100.00 99.06 99.53 97.25 100.00 98.60
sfx 0.00 0.00 0.00 100.00 75.00 85.71 100.00 75.00 85.71 100.00 75.00 85.71
verb 99.02 98.08 98.55 99.90 99.88 99.89 99.88 99.79 99.84 99.79 99.77 99.78
Overall 81.15 76.20 78.26 99.48 97.39 98.27 99.49 99.48 99.48 99.34 99.33 99.33
Table 9: Performance on each tag class for POS Tagging (simplified tags)
Model Precision Recall F1 perative ending), ‘e::fve.prv’ (preventive ending),
BiLSTM 61.48 61.41 60.44 ‘e::fve.prs.prf.neg’ (negation of present perfect),
BiLSTM-CRF 92.09 90.96 91.45 ‘e;npst.ptcp.neg’ (negation of non-past partici-
mBERT 98.85 98.86 98.86 ple), ‘e::pst.ptcp.neg’ (negation of past partici-
no aug 98.65 08.61 98.63 ple), and ‘nn::prpn.person’ (personal proper noun).
half aug 98.84 98.81 98.82 mBERT-adapt model shows perfect score for
full aug 08.83 08.83 98.83 ‘e::ifve.imperative.’” BIiLSTM-CRF shows a low

Table 10: Overall Performance for POS Tagging
(original tags)

Secondly, in the Manchu language, when a sen-
tence is correctly tokenized, the surface forms and
parts of speech almost exhibit a one-to-one corre-
spondence. While this assertion may not hold true
for the full tags, the simplified tags notably exhibit
this characteristic, attributed to the nature of the
Manchu language, which seldom incorporates ir-
regular forms of inflection. As a result, our model
can easily carry out the simplified tagging task.

Original Tags

As illustrated in Table 10, all models evaluated
for the POS tagging task using the complex origi-
nal tagset achieve excellent performance, with F1
scores exceeding 90, except for the baseline BiL-
STM model.

While the BiLSTM-CRF model demonstrates com-
paratively lower performance compared to other
models, all the BERT-based models show preci-
sion, recall, and F1 scores over 98, and the mod-
els report similar score values to each other. Here,
the mBERT-based model further adapted to the
Manchu language obtain the best performance,
being slightly higher than the other BERT-based
models.

Among the monolingual BERT models, the mod-
els trained on the augmented corpus show slightly
better performance than the model trained only on
the original corpus. However, the difference in
scores between the half-augmented and the full-
augmented models does not seem to be signifi-
cant.

Considering Table 11, it can be observed that
all the models exhibit low performance in tag-
ging the following classes: ‘e::fve.imperative’ (im-

score for ‘mark::rparen’ (right parentheses), de-
spite exhibiting 100% performance for all other
classes except ‘nn::prpn.person.’

The mismatch of ‘e::fve.imperative’ in BERT can
likely be attributed to certain irregular forms of the
imperative in the Manchu language. In particular,
verb stems containing the substring ha, which is
one of the allomorphs of the past participle end-
ing, might play a crucial role in these errors. For
example, daha-, meaning ‘to surrender,’ contains
ha in its stem. Additionally, baha-, meaning ‘to
get,” shares the same form for both imperative and
past participle. This similarity could lead to incor-
rect parsing in the original corpus.

The errors in tagging ‘e::fve.npst.ptcp.neg’ and
‘e::fve.pst.ptcp.neg’ may be attributed to words
that contain the substrings hakd and rakd, which
originally correspond to each of these tags. For
example, undurakd and cihakad are predicted with
these tags, but the correct tags should be ‘nv::nv’
and ‘nv::adj.” The remaining issue, the mismatch
of ‘nn::prpn.person,’ can be comprehended in the
same context as the explanation of errors in the
NER task (as seen in section 5.2). As for the
mismatch of ‘e::fve.prv,’ ‘e:fve.prs.prf.neg’ and
‘mark::rparen,’ it primarily arises from their signifi-
cantly low frequency, which are only 117, 44 and
26 times. Furthermore, ‘mark::unknown’ appears
merely three times in the training set and is absent
in the validation and test sets.

5.4. Analysis

In Sections 5.2 and 5.3, we present the perfor-
mance metrics of the BILSTM-CRF and BERT-
based models, detailing the Precision, Recall, and
F1 scores for each label. In this section, we eval-
uate and discuss the classification capabilities of
these models, based on their inference results.
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Model BiLSTM BiLSTM-CRF BERT mBERT

POS Tag Label Precs. Recall F1 Presc. Recall F1 Precs. Recall F1 Precs. Recall F1
cm::

abl 66.98 93.85 78.17 100.00 98.35 99.17 99.20 100.00 99.60 99.17 96.77 97.96
acc 99.57 100.00 99.78 99.89 100.00 99.95 99.90 100.00 99.95 99.90 100.00 99.95
dat 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00  100.00 99.80 100.00 99.90
gen 99.74 100.00 99.87 100.00 100.00 100.00 | 100.00 100.00  100.00 99.80 100.00 100.00
comp 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00
e::icve 99.97 85.74 92.31 99.88 99.94 99.91 99.94 99.94 99.94 99.76 100.00 99.88
e::fve.

imperative 100.00 100.00 100.00 | 100.00 100.00 100.00 86.50 85.64 86.07 100.00 100.00 100.00
npst 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00  100.00 99.60 100.00 99.80
opt 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
prs.prf 99.46 96.83 98.12 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
prs.prf.neg 0.00 0.00 0.00 100.00 100.00 100.00 50.00 33.33 40.00 50.00 33.33 40.00
prv 0.00 0.00 0.00 100.00 100.00 100.00 50.00 33.33 40.00 100.00 92.86 96.30
pst.ipfv 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00
e::npst.

ptcp 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
ptcp.neg 99.56 100.00 99.78 ‘ 100.00 100.00 100.00 ‘ 81.30 85.39 83.30 ‘ 87.84 89.04 88.44
e::pst.

ptcp 99.97 99.92 99.94 100.00 100.00 100.00 | 100.00  100.00  100.00 | 100.00 100.00 100.00
ptcp.neg 100.00 97.80 98.89 ‘ 100.00 100.00 100.00 ‘ 53.70 47.54 50.43 ‘ 61.11 54.10 57.39
mark::

circle 100.00 100.00 100.00 | 100.00 100.00 100.00 95.69 97.56 96.62 100.00 100.00 100.00
comma 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
Iparen 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
period 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00
rparen 0.00 0.00 0.00 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00 100.00
unknown 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
nmiz::nmlz 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00
nn:

prpn 38.64 95.09 54.95 97.05 87.54 92.05 99.67 100.00 99.83 99.83 99.50 99.67
prpn.person 97.26 85.73 91.14 86.96 96.77 91.60 89.41 95.05 92.14 89.20 93.02 91.07
prpn.plc 96.01 79.29 86.86 95.12 97.50 96.30 96.25 93.33 94.77 94.51 93.94 94.22
nv::adj 98.93 94.86 96.85 98.13 98.59 98.36 97.55 93.62 95.55 93.58 92.95 93.27
nv:nv 99.28 99.77 99.53 99.48 99.63 99.56 98.44 98.03 98.24 98.14 97.89 98.02
pn::

1pl.excl 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
1pl.incl 32.49 84.91 47.00 100.00 82.35 90.32 100.00 82.35 90.32 100.00 82.35 90.32
1sg 0.00 0.00 0.00 99.29 100.00 99.64 100.00 99.30 99.65 100.00 99.30 99.65
2pl 100.00 94.98 97.43 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
2sg 98.81 40.10 57.04 100.00 98.55 99.27 100.00 100.00 100.00 | 100.00 100.00 100.00
3pl 0.00 0.00 0.00 100.00 100.00 100.00 | 100.00 100.00  100.00 | 100.00 100.00 100.00
3sg 97.14 95.77 96.45 100.00 100.00 100.00 | 100.00 100.00 100.00 | 100.00 100.00 100.00
ptcl 97.76 77.90 86.71 100.00 99.04 99.52 99.06 99.06 99.06 98.15 100.00 99.07
sfx 0.00 0.00 0.00 100.00 75.00 85.71 100.00 75.00 85.71 100.00 75.00 85.71
verb::

Y 99.34 95.53 97.40 99.93 99.95 99.94 99.88 99.83 99.86 99.81 99.81 99.81
vv.npst 0.00 0.00 0.00 100.00 96.30 98.11 100.00 100.00  100.00 96.55 100.00 98.25
Overall 61.48 61.41 60.44 92.09 90.96 91.45 98.84 98.81 98.82 98.85 98.86 98.86

Table 11: Performance on each tag class for POS Tagging (original tags)

Model Performance

The BILSTM-CRF model shows comparable per-
formance with other models in the NER and POS
tagging (with simplified tags) tasks while report-
ing performance drop in the POS tagging with
original tags. We guess that the original POS
tags are much more diverse and complicated than
the simplified version, letting the model perform
poorly. Especially, the BiLSTM-CRF model has
many of its errors with specific tags: ‘nn:prpn’
and ‘nn::prpn.person.’” These two tags are sub-
categories of the simplified tag ‘nn,” where the
model shows a comparable F1 score of 97.73.
The model may have difficulties with distinguish-
ing the detailed subcategories of noun morphemes
(‘nn’). The model also shows the F1 score of 0.00
for the tag ‘mark::rparen,’ but the test set included
only three morphemes annotated with the tag.

When comparing the three versions of monolin-
gual BERT models, the models trained on the aug-
mented dataset report higher performance in all
three tasks. However, the performance difference
between half-aug and full-aug models is not very

significant. The training datasets of both models
are different only in the ratio of words replaced
by the GloVe-based similar words during the data
augmentation process. Here, when increasing the
ratio of word replacement, more copies of sim-
ilar sentences with replaced words of the orig-
inal dataset will be created, while retaining the
other words and overall syntax and semantics of
the sentence. This may degrade the diversity of
data examples in the dataset, harming the ability
of the language model to learn linguistic knowl-
edge of Manchu texts. According to our experi-
ment results, replacing words over half of the sen-
tence length does not affect the downstream per-
formance so much, even though the full augmen-
tation setting constructs the largest scale of a cor-
pus that we can utilize. Thus, we plan to compose
a monolingual dataset of more diverse linguistic
phenomena and contexts, utilizing different meth-
ods for data augmentation and external tools, to
improve Manchu language modeling.

The mBERT-based model further adapted to
Manchu texts reports the best performance in the
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POS tagging task with original detailed tags, while
showing a slight difference with the monolingual
BERT-based models. In the POS tagging task
with simplified tags, the model also shows com-
parable results with the other models. However,
it reports the worst performance in the NER task,
even worse than the non-Transformer BiLSTM-
CRF model. The performance drop from those
of other models is the largest (about 1%p) except
for the POS tagging (original) performance of the
BiLSTM-CRF model.

Properties of Manchu Grammar

The mistakes made by these models can be com-
prehended by considering the following character-
istics of Manchu morphemes. First, in the Manchu
language, nouns and adjectives share the same
form and are not distinguished in their usage.
Such adjectives can be referred to as ‘nonverbal
adjectives.” In languages that feature nonverbal
adjectives, these adjectives are encoded with non-
verbal elements (Stassen, 2013). The error of con-
fusing nouns and adjectives may stem from this
characteristic of Manchu adjectives.

Secondly, in the Manchu language, certain case
markers or suffixes share a uniform form with other
morphemes. For instance, be is primarily used as
the accusative case marker, but it can also serve
as the first-person plural exclusive pronoun. Simi-
larly, ci functions as the ablative case marker, but
it is also used as the conditional converb ending in
Manchu (Gorelova, 2002). Consequently, these
homogeneous forms can lead to mismatches de-
scribed before. The error type caused by bu re-
ported in section 5.3 can be understood in a similar
manner.

Finally, there are some morphemes that have
been incorrectly tagged in the original corpus.
For instance, aihd, which means ‘female sable,’
is tagged as ‘nv::nv’ (non-verbal) when it should
be tagged as ‘nv::prpn.person’ (personal proper
noun). demtu, kekuhe, and yungge, which
are proper nouns in this text, are tagged as
‘nviinv.’ In our model, we tag these nouns as
‘nv::prpn.person.” Therefore, our model assigns
more accurate predicted tags compared to the
original corpus. This issue reported so far could
potentially be addressed in a future study, which
will explore improvements to the Manchu lan-
guage tokenizer.

Analysis of Continual Training of mBERT

Table 12 shows the performance of mBERT mod-
els comparing the effect of adaptation to the
Manchu texts. In the table, ‘original’ depicts the
vanilla mBERT model, while ‘adapt’ represents our
continually-trained mBERT-based model. Surpris-
ingly, the vanilla mBERT does not report espe-
cially lower performance than the adapted model.

Task Model Precision Recall F1
NER original 92.48 92.78 92.63
adapt 92.47 91.64 92.05
POS(sim) original 99.43 99.46 99.45
adapt 99.34 99.33 99.33
POS(org) original 98.84 98.82 98.83
adapt 98.85 98.86 98.86

Table 12: Performance comparison of the vanilla
mBERT and continually trained mBERT models

For all three tasks, we observe comparable results
with the two models. Exceptionally, the vanilla
mBERT model shows a very low F1 score of 16.67
for the detailed original POS tag e::fve.prv.

We guess that further training of mBERT may
cause catastrophic forgetting during adaptation to
an unseen language. The general linguistic abil-
ity of the model may be harmed, degrading the
downstream performance of the model. In addi-
tion, it may not be enough to adapt a language
model trained on a large-scale corpus with a large
vocabulary including over 100K tokens by further
training it on a relatively small dataset. We may at-
tempt to train and adapt the model using a larger
Manchu corpus for longer steps.

6. Conclusion

In this paper, we presented the first NLP task
datasets for the low-resource endangered Manchu
language. We constructed datasets for Named
Entity Recognition and Part-of-Speech tagging
based on the morphologically annotated Manchu
corpus, Manwen Laodang Taidzu, introduced by
Choi et al. (2023). We trained the following lan-
guage models as the task baselines: the task-
specific BiLSTM-CRF models, the multilingual
BERT model adapted to Manchu texts, and three
versions of monolingual Manchu BERT models.
The BERT-based models are trained on our mono-
lingual Manchu corpora, which we augmented us-
ing GloVe embedding models due to the small size
of the original corpus.

For future work, we plan to collect more Manchu
texts for language modeling and several down-
stream tasks. Since most of the historical litera-
ture written in the Manchu language is in the form
of scanned images, we could utilize techniques in-
cluding OCRY to construct textual datasets suffi-
ciently. Additionally, we would adapt and extend
different types of Transformer-based language
models such as XLM-RoBERTa and BLOOM for
further performance improvement and generaliza-
tion.

"https: //github.com/tyotakuki/ManchuOCR
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