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Abstract

Multilingual translation supports multiple translation directions by projecting all languages in a shared space, but the
translation quality is undermined by the difference between languages in the text-only modality, especially when the
number of languages is large. To bridge this gap, we introduce visual context as the universal language-independent
representation to facilitate multilingual translation. In this paper, we propose a framework to leverage the multimodal
prompt to guide the Multimodal Multilingual neural Machine Translation (m3P), which aligns the representations of
different languages with the same meaning and generates the conditional vision-language memory for translation.
We construct a multilingual multimodal instruction dataset (InstrMulti102) to support 102 languages Our method
aims to minimize the representation distance of different languages by regarding the image as a central language.
Experimental results show that m3P outperforms previous text-only baselines and multilingual multimodal methods
by a large margin. Furthermore, the probing experiments validate the effectiveness of our method in enhancing
translation under the low-resource and massively multilingual scenario.

Keywords: Multimodal Multilingual Translation, Multimodal Instruction Tuning, Contrastive Learning

1. Introduction

Multilingual neural machine translation (MNMT)
models relying on text data of multiple languages
support diverse translation directions in a single
shared model (Arivazhagan et al., 2019; Yang et al.,
2021a). Beyond that, multimodal NMT captures the
visual context from relevant images of the source
sentences, bringing a further enhancement of mul-
tilingual translation (Zhang et al., 2020b; Li et al.,
2021a, 2022; Fang and Feng, 2022; Guo et al.,
2022b). As a language-agnostic semantic repre-
sentation, the image plays a bridge role in trans-
lating sentences across different languages. It is
intuitively promising that images can serve as a
universal router in multilingual translation.

However, previous multimodal NMT works (Li
et al., 2021a, 2022) mainly focus on the bilingual
translation supervised by the image-sentence train-
ing data. In Figure 1(a), each bilingual model can
only handle a single translation direction compared
to existing thousands of languages in the world.
MNMT involves more languages using available lin-
guistic resources but only implicitly brings different
languages together by sharing the same parame-
ters. There still exists a gap between different trans-
lation directions. Some previous works (Pan et al.,
2021; Yang et al., 2021b; Winata et al., 2021; Gong
et al., 2021) propose to leverage the aligned aug-
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Figure 1: Comparison between (a) the bilingual
translation baseline and (b) our proposed m3P.

mentation and contrastive learning across multiple
languages only on the language modality. Mean-
while, images are regarded as the universal lan-
guage to communicate ideas and concepts effec-
tively across linguistic and cultural barriers (Lu
et al., 2019; Zeng et al., 2022). Hence, minimizing
the difference across diverse directions by vision-
language pair requires further exploration.

To explicitly bridge the gap among the multi-
ple languages, we propose a multimodal prompt-
based framework for multimodal multilingual neural
machine translation (m3P), which enables differ-
ent translation directions between multiple source
and target languages with the help of universal

https://huggingface.co/datasets/CSJianYang/InstrMulti102
https://huggingface.co/datasets/CSJianYang/InstrMulti102
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visual features. Specifically, we use the cross-
lingual language encoder to extract the multilin-
gual representation from the text data and the vi-
sion Transform encoder to derive the visual con-
text. A designed multimodal prompt can be fed
into the encoder-decoder model and decoder-only
model (Llama2) (Liu et al., 2023b) to verify the mo-
tivation of our work. Multimodal multilingual con-
trastive learning (MMCL) with masked language/im-
age augmentation is used to align two modalities
into a common semantic space. Then, we con-
sider language representations as the query based
on visual features as key and value to attend the
multi-head cross-attention to generate the condi-
tional vision-language memory (CVLM) as the en-
coder states. Finally, the multilingual language de-
coder predicts the target translation given condi-
tional vision-language memory.

Our method is effective for multilingual translation
even for the massively translation of 102 languages.
Experimental results on the supervised translation
directions demonstrate that our method substan-
tially outperforms previous text-only and multilin-
gual multimodal methods by nearly +1∼+4 BLEU
points. Our method is further evaluated on In-
strMulti102 to validate the essence of the mul-
tilingual multimodal contrastive learning (MMCL).
Analytic experiments emphasize the importance of
alignment in both the multilingual text and vision
modality, leading to better performance.

2. Our Method

2.1. Overview

In Figure 2, our proposed model m3P consists of
the cross-lingual language encoder, vision Trans-
former encoder, and the multilingual language de-
coder. Specifically, given the k-th sentence pair
(xk, yk) with the image zk, we first use the cross-
lingual pre-trained language model to encode the
source concatenation, where the target language
symbol is prefixed into the source sentence to in-
dicate the direction. Meanwhile, we reshape the
image zk ∈ RH×W×C into a sequence of flattened
patches and extract the vision context sk by the
vision Transformer. To reduce the gap among differ-
ent languages, the image is regarded as the central
language to explicitly bring different languages to
a shared semantic space using multilingual multi-
modal contrastive learning (MMCL). Then, we incor-
porate the language encoder states sk = {sku}Uu=1

with U tokens and auxiliary vision encoder states
hk = {hk

v}Vv=1 with V tokens to generate the condi-
tional vision-language memory (CVLM) as the final
encoder states. Finally, {eku}Uu=1 is fed into multi-
lingual language decoder D to predict the target
translation yk.

2.2. Multilingual Multimodal Translation
Given M bilingual corpora with images Dall =
{Dm}Mm=1, where M denote the number of the train-
ing corpora of N languages Lall = {Ln}Nn=1 and
Ln denote the n-th language. Each bilingual cor-
pus with images Dm = {xk, yk, zk}K

k=1 from Dall

consists of the source sentences, target sentences,
and corresponding images. The training objective
of multilingual multimodal translation can be de-
scribed as:

Lm = −
M∑

m=1

Exk,yk,zk∈Dm

[
logP (yk|xk, zk; Θ)

]
(1)

where the multimodal multilingual model employ
complete shared parameters Θ for all translation
directions. We adopt Transformer as the backbone
model for language and vision encoding, where the
multilingual pre-trained model XLM-R (Conneau
et al., 2020) and the pre-trained model CLIP (Rad-
ford et al., 2021) are used to initialize the language
and vision encoder. The target symbol (e.g., [En]
or [De]) is prefixed to the source sentence to indi-
cate the direction.

Multilingual Multimodal Prompt. Given the
source sentence xk, image zk, and its transla-
tion yk, we construct the multimodal prompt as
the whole input for the decoder-only model (e.g.
Llama2) in Figure 3(a), where Li and Lj are the
source and target language. For the raw image zk,
we use the vision model to encode the image into
U visual tokens hk = {hk

v}Vv=1. For the encoder-
decoder setting in Figure 3(b), we separately fed
the source tokens xk into the text encoder and im-
age tokens zk into the vision encoder.

2.3. Multimodal Encoding
For the encoder-decoder setting, given the text
prompt, we encode the concatenation of U tokens
with the language Transformer encoder to obtain
the language representations sk:

sk = {sku}Uu=1 = S(tLj
, xk) (2)

where S denotes the language encoder and the
sk = {sku}Uu=1 are language features.

Similarly, to encode the image zk ∈ RH×W×C

with H height, W width, and C channels, we re-
shape the image zk ∈ RH×W into a sequence of
flattened patches h ∈ RV×(P 2×C), where P is the
resolution of the each patch and V = H×W

P 2 is the
number of patches. Given the original image zk,
based on the Transformer encoder H, the source
language tokens {sf}Ff=1 are extracted as:

hk = {hk
v}Vv=1 = H(zk) (3)
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Figure 2: Overview of our method. sk = {sku}Uu=1 denotes the representations of the source sentence
of U tokens. We reshape the original image zk ∈ RH×W×C into V patches and then encoded as
hk = {skv}Vv=1 with the vision Transformer. Given the source and visual representations sk and hk, the
multilingual multimodal contrastive learning (MMCL) adopted to minimize the distance between sk of
different languages and hk, which greatly encourages multilingual multimodal agreement in a shared
space. Conditioned on the image tokens as (key,value), the language features as the query attend the
multi-head attention to generate final encoder states ek = {eku}Uu=1 as conditional vision-language for
multilingual translation.

(a) Decoder-only Prompt:
{Decoder}
Below is an instruction that describes a task. Write a 
response that appropriately completes the request.
### Instruction:
Please translate the following sentence from 
{𝐿!} to {𝐿"}: {𝑧#} {𝑥#}
### Response:
{𝑦#}
(b) Encoder-Decoder Prompt:
{Text Encoder}:
Please translate the following sentence from 
{𝐿!} to {𝐿"}: {𝑥#}
{Vision Encoder}:
{𝑧#}
{Vision Decoder}:
{𝑦#}

Figure 3: Multimodal prompt for LLM.

where H denotes the vision Transformer encoder
and the hk = {hk

v}Vv=1 are vision representations.
For the decoder-only setting, we first leverage

the vision extractor to obtain the visual tokens and
fill them into the prompt in Figure 3. All tokens
are concatenated as a whole into a large language
model for the final representations. Then, we can
similarly get the text representations sk and hk for
the following operations.

2.4. Multilingual Multimodal Alignment
To effectively fuse the multilingual text and vision
features, the image can be regarded as the uni-
versal language to bridge the gap among different

languages. We introduce multilingual multimodal
contrastive learning (MMCL) to further improve text-
image alignment and multilingual text-text align-
ment. We use the InfoNCE objective (van den Oord
et al., 2018) to learn the correspondence between
image and text. In particular, we minimize the sum
of two multi-modal contrastive losses:

Lc =
∑

xk,zk∈Dall

(
f(xk, zk) + f(zk, xk)

)
(4)

where Dall is the multilingual dataset that contains
sampled multilingual image-text pairs. f(zk, xk)
and f(xk, zk) are the contrastive loss on image-to-
text similarity and text-to-image similarity. Specifi-
cally, the image-to-text contrastive loss is:

f(xk, zk) = − log
exp

(
zk · xk/τ

)∑
x∈{xk,x−}exp (z

k · z/τ) (5)

where τ is a temperature hyper-parameter, xk are
positive embedded text clips overlapping with im-
age clip embedding zk, and x− are negative em-
bedded text clips that are implicitly formed by other
text clips in the training batch B. Symmetrically, the
text-to-image loss f(zt, zv) is defined as:

f(zk, xk) = − log
exp

(
zk · xk/τ

)∑
x∈{xk,x−}exp (z

k · z/τ) (6)

To construct the multilingual text in the training
batch B and balance multiple bilingual corpora, we
adopt a temperature-based sampling method to
collect sentences of different languages in a single
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batch using sampling probabilities q1, . . . , qM :

qm =
(|Dm|/|Dall|)

1
τ∑M

i=1(|Di|/|Dall|)
1
τ

(7)

where |Dm| is the size of training dataset Dm. The
temperature gradually increases to the peak value
for several epochs. The temperature is calculated
by τi = min(τ, τ0 + i

W (τ − τ0)), where τ0 and τ
separately denote the initial and peak temperature,
and W is the number of warming-up epochs.

2.5. Multilingual Multimodal
Augmentation

Our goal is to learn to model multilingual image-
text alignment by using difficult examples in the
multilingual multimodal contrastive objective. We
construct negatives in our training batch by using
masked language/image modeling, which are se-
mantically similar to the original sentence.

For image augmentation, we leverage the func-
tion I(·) to augment the original image by cropping,
resizing, rotation, cutout, color distortion, Gaussian
blur, and Sobel filtering. Then, we divide an image
into regular non-overlapping patches and mask the
chosen patches sampling from a uniform distribu-
tion as masked image modeling.

For the multilingual text, we randomly mask some
random spans of contiguous tokens. For each sen-
tence, we adopt the multilingual data augmentation
T (·) to augment the original sentence of different
languages. The augmented source sentence and
the image {I(xk), T (zk)} with multilingual multi-
modal augmentation (MMA) is used to enhance
the contrastive learning to learn the specific repre-
sentational invariances.

2.6. Conditional Vision-Language
Memory

Given the source concatenation sk = {sk}Uu=1 from
the language encoder, the language is regarded
as the main input (key) with the auxiliary by the
multi-head cross-attention as:

ek =
A∥∥

a=1

σ

(
(W a

Qh
k)(W a

Qs
k)⊤

√
C

)
(W a

V s
k) (8)

where ∥Aa=1 is the concatenation operator of A at-
tention heads and σ denotes the softmax operation.
W a

K ,W a
Q, and W a

V are respectively the correspond-
ing linear projection matrix of the query, key, and
value for a-th head. C denotes the number of fea-
ture channels. ek = {ek}Uu=1 are encoder represen-
tations, which will be fed into the decoder.

2.7. Multilingual Generation
Our method can be split into the text translation
and the image caption task. To effectively train the
text encoder, our model predicts the target words
only based on the source language as below:

ykt = D(yk1:t−1, s
k; θ) (9)

where D denotes the standard Transformer de-
coder and the ykt is the t-th target word conditioned
on the previous t− 1 tokens yk1:t−1.

Similarly, to align the image and target language,
we adopt the training objective of image caption
only based on the image context as below:

ykt = D(yk1:t−1, h
k; θ) (10)

Given the conditional vision-language memory
ek = {ek}Uu=1 containing language and vision in-
formation, we adopt the standard Transformer de-
coder to predict the target words sequentially as:

ykt = D(yk1:t−1, e
k; θ) (11)

where D is the language Transformer decoder and
the ykt is the t-th target word conditioned on the
previous t−1 tokens yk1:t−1. In our work, our model
is separately trained on the objective Eq 9 and
Eq 10 for 25% time and on Eq 11 for 50%, which is
denoted as the Multimodal DropNet (MDropNet).

2.8. Training Objective

During training, m3P is optimized by jointly minimiz-
ing the multilingual multimodal contrastive training
objective from Equation 1 and translation objective
from Equation 9∼11:

Lall = Lm + λLc (12)

where λ is the coefficient to balance the translation
objective and multilingual contrastive objective.

3. Experiments

3.1. Datasets
Multi30k. We conducted experiments on the
widely used Multi30k benchmark (Elliott et al.,
2016). The training and valid sets contain 29K and
1K sentences, respectively. The dataset contains
four languages and each sentence pair has a cor-
responding image, including English (En), German
(De), French (fr), and Czech (Cs). We reported the
results on the Flickr2016, Flickr2017, Flickr2018,
and MSCOCO test sets (Lin et al., 2014; Barrault
et al., 2018), where MSCOCO is the out-of-domain
dataset with ambiguous verbs.



10862

En→Fr En→Cs En→De Fr→En Cs→En De→En Avg6

Only Trained on Text Data
1→1 BiNMT (Vaswani et al., 2017) 63.3 33.4 39.9 54.0 41.1 43.8 45.9
N→N MNMT (Fan et al., 2021) 63.8 34.0 40.2 52.0 41.3 42.5 45.6

Trained on Text and Vision Data
1→1 BiNMT (Vaswani et al., 2017) 63.5 33.0 40.3 55.1 41.8 44.1 46.3

N→N

MNMT (Gated Fusion) (Li et al., 2021a) 63.8 34.4 41.0 51.5 41.1 43.3 45.8
MNMT (Concatenation) (Li et al., 2021a) 63.0 33.8 38.8 53.3 43.6 44.0 46.1
mRASP2 (Pan et al., 2021) 63.8 34.4 41.3 53.2 44.0 44.5 46.9
Selective Attn (Li et al., 2022) 63.5 34.4 41.3 53.2 44.0 44.5 46.8
LVP-M3 (Guo et al., 2022b) 63.4 34.1 41.4 53.2 44.0 44.5 46.8
m3P (Encoder-Decoder) 64.8 35.2 41.8 53.8 44.8 45.0 47.6
m3P (Decoder-only) 66.4 38.1 43.5 56.7 46.9 48.1 49.9

Table 1: X→En and En→X evaluation results for bilingual (1→1) and many-to-many (N → N ) models on
the Flickr2016 test set.

En→Fr En→De De→En Fr→En Avg4 En→Fr En→De Fr→En De→En Avg4

Flick2017 MSCOCO
Only Trained on Text Data

1→1 BiNMT (Vaswani et al., 2017) 55.4 34.1 39.2 43.4 43.0 45.8 32.1 40.6 34.3 38.2
N→N MNMT (Fan et al., 2021) 56.8 34.9 40.3 44.6 44.2 45.9 31.9 41.6 34.6 38.5

Trained on Text and Vision Data
1→1 BiNMT (Vaswani et al., 2017) 55.8 34.6 39.6 43.6 43.4 45.8 32.3 41.6 34.4 38.5

N→N

MNMT (Gated Fusion) (Li et al., 2021a) 56.8 34.3 40.3 44.2 43.9 46.8 32.5 42.2 34.5 39.0
MNMT (Concatenation) (Li et al., 2021a) 56.4 34.0 39.4 43.8 43.4 46.4 32.6 42.4 34.1 38.9
mRASP2 (Pan et al., 2021) 57.0 35.1 39.6 44.1 43.9 47.1 32.7 42.3 34.8 39.2
Selective Attn (Li et al., 2022) 56.6 34.2 40.3 44.4 43.9 46.8 32.5 42.5 34.3 39.0
LVP-M3 (Guo et al., 2022b) 57.4 34.4 40.4 44.7 44.2 46.8 32.5 42.6 34.5 39.1
m3P (Encoder-Decoder) 57.4 35.3 41.0 45.6 44.8 46.8 33.1 43.2 35.2 39.6
m3P (Decoder-only) 58.3 37.2 42.2 46.5 46.1 47.4 34.2 44.5 36.2 40.6

Table 2: X→En and En→X evaluation results for bilingual (1→1) and many-to-many (N → N ) models on
the Flickr2017 test set and MSCOCO test set.

3.2. Baselines

Text-only Methods. BiNMT (Conneau et al.,
2020) adopt the Transformer backbone initialized
by XLM-R and then only trained on single transla-
tion direction. MNMT (Fan et al., 2021) is jointly
trained on all multilingual data, where the target
language symbol is prefixed to the input sentence.

Multimodal Methods. BiNMT (Vaswani et al.,
2017) is the bilingual Transformer model concate-
nating the language and visual feature. MNMT
(Gated Fusion) and MNMT (Concatenation) (Li
et al., 2021a) use the visual context using the gated
fusion and concatenation unit, respectively. We
apply the mRASP2 (Pan et al., 2021) on the mul-
timodal translation with the text-only contrastive
learning. Selective Attn (Li et al., 2022) use a
single-head attention network to correlate words
with image patches. LVP-M3 uses the language-
aware visual prompt to guide the multimodal trans-
lation. For a fair comparison, all the language en-
coders are initialized by XLM-R (Conneau et al.,
2020) and the vision encoders are initialized by
CLIP (Radford et al., 2021).

Model Zh→En Hi→En Th→En Avg101

Text-only MNMT 14.3 13.5 11.1 14.3
MNMT (Gated Fusion) 15.2 14.3 12.1 15.4
MNMT (Concatenation) 15.1 14.6 13.1 15.8
m3P (Encoder-Decoder) 16.8 15.2 14.8 18.2
m3P (Decoder-only) 18.2 16.4 16.5 21.2

Table 3: Massively multilingual translation aver-
age results (101 translation directions) on Instr-
Multi102.

Model En→Fr En→De Fr→En De→En
Text-only MNMT 63.8 40.2 52.0 42.5
ResNet50 64.2 40.6 52.3 43.1
ResNet101 64.4 40.8 52.4 43.4
ViT-B/32 64.8 41.6 53.8 45.0
ViT-B/16 65.1 41.8 53.6 44.8
ViT-B/14 65.2 41.9 53.4 45.2

Table 4: Comparison of different vision backbones
(e.g., CNN and Transformer backbones) on the
Flickr2016 test set.

3.3. Training and Evaluation

For the encoder-decoder setting, our model com-
prises a language encoder initialized by the cross-
lingual language pre-trained encoder XLM-R (Con-
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ID Flickr2016 En→De De→En
① m3P (our method) 41.6 45.0
② ① - MMCL 41.2 44.6
③ ② - CVLM 40.8 44.0
④ ③ - MDropNet 40.5 43.8
⑤ ④ - Multilingual Training 40.1 43.2

Table 5: Ablation study of the different modules on
Flickr2016. m3P is the final model of our method.

neau et al., 2020) and a vision encoder initialized
by CLIP (Radford et al., 2021), We train multilin-
gual models with Adam (Kingma and Ba, 2015)
(β1 = 0.9, β2 = 0.98). For the decoder-only setting,
we use the Llama2 (Liu et al., 2023b) for text gen-
eration and CLIP for vision extractor. The learning
rate is set as 5e-4 with a warm-up step of 4,000.
The models are trained with the label smoothing
cross-entropy with a smoothing ratio of 0.1. Our
model comprises a vision encoder, language en-
coder, and language decoder, which all consist of
12 layers with 768 hidden size and share the same
embedding matrix. For the multilingual training, the
batch size is 2048 tokens on 8 Tesla V100 GPUs.
The evaluation metric is the case-sensitive detok-
enized sacreBLEU1.

3.4. Results

Flickr Test Set. In Table 1 and 2, m3P clearly im-
proves multilingual baselines by a large margin
in 6 translation directions. Previously, text-only
MNMT underperforms bilingual translation on aver-
age. Further, MNMT (Gated Fusion) and Concate-
nation introduce the image as the auxiliary context
to enhance translation, but these methods ignore
the alignment of different languages. mRASP2 fur-
ther adopt the text-text contrastive learning scheme
to close the gap among representations of different
languages. m3P extract the visual and language
features with the Transformer encoder and fuse
them for translation in a shared space by the MMCL
and CVLM.

MSCOCO Test Set. In Table 2, we report the per-
formance of the previous baselines and our method
on the MSCOCO test set, which is more challenging
for MMT models due to the out-of-domain instances
with ambiguous verbs. Therefore, it more relies on
the image context for disambiguation. Our method
outperforms the bilingual baseline by a large mar-
gin due to the fusion of text and image.

1https://github.com/mjpost/sacrebleu

(a) (b)

Figure 4: Visualization of the sentence average
encoder representations of all languages from the
multilingual baseline (a) and our multilingual model
supervised by the image context (b). Each color
denotes one language.

0 10 20 30 40 50 60 70 80 90
Training Data Size (%)

15

25

35

45

55

BL
EU

Our method
Text-only MNMT

(a) En→Fr

0 10 20 30 40 50 60 70 80 90
Training Data Size (%)

15

25

35

45

BL
EU

Our method
Text-only MNMT

(b) En→De

0 10 20 30 40 50 60 70 80 90
Training Data Size (%)

15

25

35

45

55

BL
EU

Our method
Text-only MNMT

(c) Fr→En

0 10 20 30 40 50 60 70 80 90
Training Data Size (%)

15

25

35

BL
EU

Our method
Text-only MNMT

(d) De→En

Figure 5: The performance of our method on
Flickr2016 (a) En→fr, (b) En→De, (c) Fr→En, and
(d) De→En with different sizes of training data on
Flickr2016.

4. Massively Multilingual Translation

Considering the existing multimodal translations
are limited to only a few languages, we break the
limits of multilingual multimodal machine translation
by extending the number of used languages in the
previous benchmark Multi30k.

Data Construction. We introduce a massive mul-
tilingual multimodal machine translation dataset,
called InstrMulti102, originating from the pre-
vious dataset Multi30k (Elliott et al., 2016). Here,
we describe the details of the InstrMulti102.
We use the text-only multilingual Microsoft trans-
lator (Yang et al., 2021a) to construct Instr-
Multi102 by translating the English data to other
101 languages (Please refer to Appendix A for more
details). The many-to-one multilingual model are
jointly trained on the expanded dataset of 102 lan-
guages and then evaluated on the test set.

https://github.com/mjpost/sacrebleu
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(a) Original (b) En (c) De (d) Fr (e) Cs

Figure 6: Representative examples of vision-language alignment from the CVLM of four languages
between image patches. Brighter colors represent a higher attention value.

Main Results. In Table 3, we can see that all mul-
tilingual models with visual context perform better
than the text-only baselines in terms of average
BLEU. This shows that image information as the
auxiliary context brings more significant improve-
ment in the massively multilingual translation by
nearly +4 BLEU points. The visual features of dif-
ferent languages from ViT encoder is successfully
projected into the shared semantic.

5. Ablation Study

Performance on Different Backbones. In Ta-
ble 4, we compare the results of m3P by using the
different vision backbones, including ResNet and
Transformer (Radford et al., 2021). In Table 4, we
observe that m3P with the Transformer backbone
outperforms the counterpart with CNN network. It
shows that our method can unify the two views of
visual and language data in the Transformer back-
bone. Besides, the vision Transformer with smaller
patch size (ViT-B/14) gets the better performance
but generates longer visual tokens for computation
compared to ViT-B/32 and ViT-B/16. Therefore, we
recommend the ViT-B/32 for efficiency or ViT-B/16
for performance as the vision encoder backbone.

Effect of Different Modules. Table 5 summa-
rizes the ablation study of our proposed modules,
which shows that each approach has a significant
contribution to the final model. Our multilingual
model is first trained on the multilingual data, where
the model is denoted as ④ in contrast to bilingual
model ⑤. Given the sentence pair with image,
we adopt the visual representations to enhance
the translation. The performance of multimodal
translation is improved by the alternative training
strategy (MDropNet), where the model is randomly
trained with visual or language tokens (③). Since
the source sentences are more important for trans-
lation than images, CVLM uses the language to-
kens as query and visual tokens as (key, value)
for cross-attention, which we denoted as ②. We
further introduce MMCL to explicitly narrow the gap
among different languages. Putting them all to-
gether, we obtain the final model ① m3P, which

proves the effectiveness of progressive learning
that can gradually improve performance in different
aspects.

6. Analysis

Distance of Different Languages. The image
as a universal language is used to narrow the dis-
tance among multiple languages, we visualize the
sentence representations of the last language en-
coder layer. We select 500 parallel sentences from
the valid set of four languages, including English,
German, French, and Czech. Then, we apply t-
SNE (van der Maaten and Hinton, 2008) to reduce
the 1024-dim representations to 2-dim. It is clear
in Figure 4 that text-only MNMT cannot align the 4
languages. By contrast, m3P draws the represen-
tations across 3 languages much closer.

Low-resource Setting. To further analyze the
performance of m3P given different sizes of down-
stream parallel data with image context, we ran-
domly extract P percentage of the whole sentence
pairs of different languages as the fine-tuned paral-
lel data from the Multi30k dataset. We set P = {10%,
20%, . . . , 100%} and compare our method with the
text-only MNMT model. Figure 5 shows the BLEU
points of our pre-trained multilingual model and
the baseline on four directions, including En→De,
En→Fr, De→En, and Fr→En. When the parallel
data size is small, the baseline without pre-trained
model produces unsatisfactory results. Similarly,
in Figure 5(a), m3P fine-tuned on nearly 90% data
defeats the baseline trained on all pairs, exemplify-
ing the effectiveness of our method in low-resource
scenarios.

Vision-Language Alignment. The function of
multimodal multilingual contrastive learning is used
to align vision and language, which aims to project
vision and language into the same space. In Fig-
ure 6, we visualize the conditional vision-language
alignment (CVLM) between the source sentence
of different languages and image patches. For ex-
ample, Figure 6 plots the original sentence and
Figure 6(b) shows cross-attention between English
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Figure 7: Comparison between the text-only MNMT
and m3P when the source sentence is masked with
different ratios.

sentence “A young child is standing alone on some
jagged rocks.” and image patches. Similarly, Fig-
ure 6(c) describes the attention about the Ger-
man counterpart “Ein kleines Kind steht allein auf
einem zerklüfteten Felsen.” We can oberserve that
given diffenet sentences with the same meaning
tends to pay attention to the similar image regions,
such as jagged rocks and zerklüfteten Felsen. Fig-
ure 6(b)∼6(e) indicate our method effectively force
the model to learn the similar vision-language at-
tention pattern and project different languages into
the same semantic space using MMCL and CVLM.

Sanity Check on Visual Context. In Figure 7,
we compare our m3P with the text-only multilingual
model to emphasize the necessity of visual context
by masking source words with different mask ratios
{0%, 20%, 40%, 60%, 80%, 100%}. When the source
sentence is masked, the visual context provide the
supplementary information to help translation cor-
rectly. When only receiving the source language,
the performance of MNMT is obviously worse than
m3P, where the visual representations from vision
encoder can compensate for the masked words.
When the mask ratio is 0%, MNMT can not perform
translation since the all words are masked while
m3P outperforms MNMT by a large margin (nearly
15 BLEU points). Despite that all source words are
masked, m3P can perform image caption under this
extreme scenario due to MDropNet.

7. Related Work

Multilingual Multimodal Translation. Multilin-
gual Neural Machine Translation (MNMT) aims to
support multiple translation directions by sharing
parameters. Recent works (Aharoni et al., 2019;
Zhang et al., 2020a; Bapna et al., 2022; Yang
et al., 2021a,b, 2022b,a, 2023; Gu et al., 2018;
Wang et al., 2023c; Liu et al., 2022) scale to the
massively multilingual setting to support more lan-
guages. Despite these benefits, the multilingual
model tends to underperform its bilingual counter-
parts with worse translation performance (Arivazha-
gan et al., 2019). Multimodal machine translation
(MMT) refers to the process of translating content

that includes both text and images from one lan-
guage to another, which is a challenging task that
aims to enhance source-target translation extra
visual context. Researchers propose different at-
tention mechanisms to incorporate language and
vision features based on the encoder-decoder ar-
chitecture (Caglayan et al., 2018; Yao and Wan,
2020; Yin et al., 2020; Wu et al., 2021; Fang and
Feng, 2022; Li et al., 2021a; Guo et al., 2022b,
2023) and decoder-only models (Zhu et al., 2023).
Vision-language pre-trained models have the abil-
ity to process visual information and understand
natural language jointly (Lu et al., 2019; Chen et al.,
2020; Su et al., 2020; Huang et al., 2022; Radford
et al., 2021; Xu et al., 2021). These vision-language
models (Lu et al., 2019; Tan and Bansal, 2019; Rad-
ford et al., 2021) perform remarkably on various
benchmarks and demonstrated to be effective in
a range of tasks, including image and video cap-
tioning (Tang et al., 2021), visual question answer-
ing (Wang et al., 2021, 2022a,b), and multimodal
machine translation (Yawei and Fan, 2021).

Large Language Model. Large language mod-
els (LLM) (Liu et al., 2024; Wang et al., 2023b) have
emerged as a significant milestone in the field of nat-
ural language processing, such as GPT (OpenAI,
2023), OPT (Zhang et al., 2022), Llama (Touvron
et al., 2023; Liu et al., 2023b), BLOOM (Scao et al.,
2022). These models demonstrated remarkable
proficiency in understanding and generating human
language, offering the potential for a wide range of
applications in fields such as natural language un-
derstanding, text generation, and conversational AI.
Instruction tuning (IT) is proposed to align the LLM
to follow instructions response (Liu et al., 2023a;
Zhang et al., 2023; Shen et al., 2023; Wang et al.,
2023a) and bridge the gap between the next-word
prediction objective and the downstream tasks.

8. Conclusion

In this work, we introduce m3P, a state-of-the-art
multilingual multimodal machine translation model,
which supports multiple translation directions of
102 languages guided by image context. To narrow
the gap among different languages, the image is op-
erated as the central language by contrastive learn-
ing (MMCL) trained on the multilingual text-image
pairs. Then, we incorporate the visual context into
the language representations as the conditional
vision-language memory (CVLM) for multilingual
generation. Extensive experiments prove the effec-
tiveness of m3P on the Multi30k and the extended
large-scale dataset InstrMulti102 of 102 lan-
guages. The importance of visual signals in multi-
lingual training has been further verified by a series
of probing experiments.
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