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Abstract
Empathetic leadership communication plays a pivotal role in modern workplaces as it is associated with a wide range of
positive individual and organizational outcomes. This paper introduces LeadEmpathy, an innovative expert-annotated
German dataset for modeling empathy in written leadership communication. It features a novel theory-based coding
scheme to model cognitive and affective empathy in asynchronous communication. The final dataset comprises 770
annotated emails from 385 participants who were allowed to rewrite their emails after receiving recommendations
for increasing empathy in an online experiment. Two independent annotators achieved substantial inter-annotator
agreement of ≥ .79 for all categories, indicating that the annotation scheme can be applied to produce high-quality,
multidimensional empathy ratings in current and future applications. Beyond outlining the dataset’s development
procedures, we present a case study on automatic empathy detection, establishing baseline models for predicting
empathy scores in a range of ten possible scores that achieve a Pearson correlation of 0.816 and a mean squared
error of 0.883. Our dataset is available at https://github.com/caisa-lab/LEAD-empathy-dataset.
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1. Introduction

In the dynamic and increasingly digitized organi-
zational landscape, the communication between
leaders and followers has been increasingly shift-
ing to virtual contexts (Bell et al., 2023). To en-
able meaningful interactions at work, leaders need
to communicate effectively using digital technolo-
gies (Tuschner et al., 2022). Given that nonverbal
cues such as body language and mimics are mostly
absent in computer-mediated communication, this
presents a notable challenge (Marlow et al., 2017).
In light of this, the ability to convey empathy through
written communication emerges as an important
facet of effective leadership. Empathy, described
as the ability to recognize and understand another
person’s feelings and share corresponding emo-
tions (Cuff et al., 2016), enhances the quality of
relationships between leaders and followers (Mah-
sud et al., 2010), and is positively associated with
follower satisfaction and performance (Kock et al.,
2019). Employee perceptions of leaders’ empa-
thy is determined by the behavior that is demon-
strated by leaders, with a large portion manifesting
through empathetic communication (Clark et al.,
2018). Hence, organizations should prioritize the
development and training of their leaders’ empa-
thetic communication skills.

Leveraging language-based models offers a
promising approach to enhancing leaders’ empa-
thetic communication skills in virtual contexts. AI-
driven tools have the benefit of being accessible

at any time, providing personalized real-time feed-
back and immediate recommendations that lead-
ers can use to self-reflect and adjust their behav-
ior (Quaquebeke and Gerpott, 2023). Evidence
from the mental health and education domain un-
derscores that timely feedback from an AI can be
an effective tool for developing empathetic com-
munication skills. For example, prior research
has shown that human-AI collaboration can help
achieve higher levels of empathy in text-based peer-
to-peer mental health support (Sharma et al., 2020)
and student peer reviews (Wambsganss et al.,
2021).

Effective AI-driven feedback tools for empathetic
communication heavily rely on robust natural lan-
guage processing (NLP) models, necessitating sig-
nificant contributions from the NLP field. Firstly,
empathy detection models are essential to evalu-
ate the level of empathy and provide insights into
the linguistic and conversational behaviors underly-
ing successful empathic expression (Pérez-Rosas
et al., 2017; Sharma et al., 2020; Wu et al., 2021;
Wambsganss et al., 2022). Secondly, integrating
generative models can provide specific recommen-
dations for enhancing empathy in a given expres-
sion or passage of text (Sharma et al., 2021), such
as leadership emails. Training these models ne-
cessitates informed frameworks of empathy and
reliable measurement approaches for constructing
quality language resources (Lahnala et al., 2022),
which given the subjectivity of perceived empathy
remains an open challenge. However, the need

https://github.com/caisa-lab/LEAD-empathy-dataset
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Example containing success and failure (ID 366, Email 1)

Hello Mr. Thiele,
I am aware of the difficulty of the decision you had to make and appreciate that you asked
the team. However, this in no way excuses the mistake you made in selecting the devices.
I will inform you of any further decisions in this regard in a timely manner and until then (...).
Yours Sincerely

Example that only contains failure (ID 180, Email 1)

I was at least reachable by email and I expect you to take responsibility.

Example that only contains success (ID 487, Email 2)
Hello Mr. Thiele, thank you very much for your prompt and detailed response . I assure
you that you don’t have to feel bad about your mistake , because those who work make
mistakes. I stand behind you in this matter and think it’s time to make it clear to our clients that
mistakes happen . We are very sorry for these mistakes, but it is all too human . Of course,
we will compensate for the financial loss of our client. You have done what was necessary in
your and my eyes , and for that, I thank you very much.
Key cognitive empathy: success failure affective empathy: success failure

Figure 1: Translated examples from the dataset demonstrating the application of the coding scheme. The
examples in the original German are shown in Figure 4 in the Appendix.

for comprehensive, fine-grained empathy datasets
encompassing diverse contexts and distinguishing
nuanced constructs such as cognitive and affective
empathy is a significant shortcoming in the current
NLP research landscape. Addressing this limitation
is crucial for advancing empathetic language mod-
els that can be integrated with AI-driven feedback
tools.

Furthermore, computational understanding of
empathetic communication calls for investigations
of empathy across various communicative domains
with variations of social properties and communica-
tive intents that span different languages and cul-
tures. While there is an increasing body of work
concerning NLP models for empathy that explore
various communicative domains, primarily focusing
on English-language open-domain dialogues and
clinical or mental health settings, empathy in written
leadership communication remains untouched.

Contributions. We summarize our contributions
and the value of LeadEmpathy for NLP research
as follows:

1. An innovative data collection procedure and an-
notation scheme with specific behavioral indi-
cators based on psychological theory and pre-
existing scales for empathy detection (Sharma
et al., 2021; Amjad et al., 2023).

2. A novel empathy dataset that i) has paired ex-
amples (email1 & email2)1 and ii) is in German
contributing to the gap a empathy resources for

1To our knowledge, there are no existing datasets an-
notated with empathy with pairs before and after empathy

non-English languages. and iii) to our knowl-
edge, is the first available dataset for empathy
in written leadership communication. Trans-
lated examples are shown in Figure 1.

3. A case study demonstrating its utility for the
development of computational empathy mod-
els and technology via an empathy detection
task.

2. Related Work

2.1. Empathy conceptualization
Empathy, a central construct in various fields in-
cluding psychology, neuroscience, sociology, and
medical research, has long suffered from a lack of
consensus regarding its definition and measures.
To illustrate the variation in definitions, Cuff et al.
(2016) conducted a comprehensive review, identify-
ing 43 distinct definitions of empathy. Today, most
scholars recognize empathy as a multidimensional
construct containing both affective and cognitive
elements, while some definitions also include a
behavioral dimension (Clark et al., 2018).

In describing the dimensions of empathy, in line
with Davis (1983) terminology, we differ between (i)
target as the person who is experiencing an emo-
tion in a given situation, acting as the source for
another person’s empathy and (ii) observer as the
person who perceives the target’s affective state
and is at the disposition for an empathetic experi-
ence.

instructional interventions.
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Cognitive empathy refers to the ability to under-
stand another person’s situation, thoughts, and
emotional state (Clark et al., 2018). It involves
strategies such as perspective-taking and retriev-
ing relevant memories to gain insight into the mental
states of others (Cuff et al., 2016). Affective em-
pathy is the ability to experience similar emotions
in response to observing another person’s state
(Clark et al., 2018). It involves processes such as
emotional contagion and recognition through which
affective states are transmitted from the target to
the observer (Shamay-Tsoory, 2011). Behavioral
empathy is the demonstration of cognitive empathy
and affective empathy in both verbal and nonverbal
behavior (Clark et al., 2018). Compared to affec-
tive and cognitive empathy, research on behavioral
empathy is sparse. Despite the importance of em-
pathy for effective social interactions at work (Mah-
sud et al., 2010; Kock et al., 2019), to date, it is
unclear how affective and cognitive empathy mani-
fest in behaviors, especially in the organizational
context. Scales that have been previously devel-
oped are mostly designed for face-to-face interac-
tions (Bylund and Makoul, 2005) and are context-
specific, e.g. developed for online mental health
platforms (Sharma et al., 2020) or criminal suspect
interviews (Dando et al., 2016). Scales designed
for in-person interactions contain a wider range of
non-verbal empathetic behaviors such as nodding
or using expressive voice. In comparison, showing
empathy in text-based exchanges such as email
or chat is limited to the content of the texts. In
addition, changing the context might change the
behaviors that are considered important. For ex-
ample, Dando et al. (2016) investigated interviews
conducted by police officers and suggested that in
this specific context, empathy can be expressed
by proving spontaneous comfort, which includes
offering a drink or additional time to answer. While
the category is legitimate in the respective context,
it reinforces the point that existing scales need to
be adapted to suit the type of communication as-
sessed in our context.

Thus, we focus on developing and applying a
scale for empathy expressed in text-based asyn-
chronous leadership communication. In doing so,
we follow Clark et al. (2018)’s call for new measures
that capture valid observer ratings of empathetic
communication in organizations.

2.2. Computational empathy
Research on empathetic language in NLP focuses
on two broad tasks, empathy recognition and gen-
eration. Detection includes predicting empathy
scores by regression models (Buechel et al., 2018),
classifying the degree or presence empathy (e.g.
low to high, empathy versus no empathy) (Sharma
et al., 2020; Hosseini and Caragea, 2021), and

predicting empathy-related labels (Welivita and Pu,
2020; Svikhnushina et al., 2022). For example,
Buechel et al. (2018)’s dataset of reactions to news
articles has scores for empathic concern and per-
sonal distress, and has been utilized for recent
shared tasks on empathy detection (Tafreshi et al.,
2021; Barriere et al., 2022).

Research on generative models has been ex-
plored for open-domain dialogue settings (Rashkin
et al., 2019; Lin et al., 2019; Smith et al., 2020;
Majumder et al., 2020; Naous et al., 2021; We-
livita et al., 2021), customer care agents (Firdaus
et al., 2020), and counseling (Shen et al., 2020),
among others. Zhong et al. (2020), for example, de-
veloped a dataset and models for persona-based
empathetic conversations across a variety of do-
mains. Rather than generating full empathetic re-
sponses, Sharma et al. (2021) developed a model
for empathic rewriting which makes sentence-level
edits to a given expression. Such empathic rewrit-
ing models can be integrated into AI-driven tools
for training empathic communication and providing
feedback.

Challenges in computational research on empa-
thetic language arise from how empathy is defined
and measured. As much of this research is trained
on large-scale datasets with abstract labels based
on broad conceptualizations of empathy (Rashkin
et al., 2019), some recent works aimed to inte-
grate theory-grounded multidimensional aspects
and measurement approaches in new language re-
sources. Examples include Sharma et al. (2020)’s
EPITOME coding scheme applied to mental health
support conversations, Xie and Pu (2021)’s and We-
livita and Pu (2020)’s large-scale dialogue dataset
integrating labels for emotion regulation and em-
pathic intents, and Svikhnushina et al. (2022)’s em-
pathetic question taxonomy applied to the Empa-
theticDialogues dataset (Rashkin et al., 2019). A
particularly relevant example is Wambsganss et al.
(2021)’s work which introduced a coding scheme
for emotional and cognitive empathy and applied
it to German peer reviews. They trained predic-
tive models which they integrated into an adaptive
writing support system that provides feedback.

The LeadEmpathy dataset brings this body of
research to a novel domain of written leadership
communication with a new approach to measuring
empathy. Furthermore, our approach accounts not
only for the presence and absence of empathy, but
we also define and label empathic failures, which
to the best of our knowledge has not been explored
in NLP research.

3. Annotation

To explore empathy in text-based leadership com-
munication, we develop a new annotation scheme
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Points 01. cognitive empathy 02. affective empathy

a. failure -1 01.a. cognitive empathy failure 02.a. affective empathy failure
b. absence 0 b. lack of empathy (symbolic category)
c. success +1 01.c. cognitive empathy success 02.c. affective empathy success

Table 1: A simplified overview of the final empathy coding scheme, excluding the working definitions,
category definitions, indicators, and examples.

based on prior existing scales and theories of em-
pathy and empathetic communication. In a col-
laborative effort of organizational psychology and
computer science researchers, the primary aim
was to create a scale that a) can be applied to
the assessment of written communication, b) gives
quantifiable results similar to an empathy score c)
differentiates between specific behaviors associ-
ated with affective and cognitive empathy and d) is
applicable to the the organizational context. The
scale was developed using a deductive approach
guided by procedural standards from qualitative
content analysis (Mayring, 2014). Based on this
approach, the level of empathy can be reliably as-
sessed if all relevant markers, in our case verbal
expressions indicating empathy, are extracted from
literature and reflected in the coding scheme.

As a first step, we determined the broad structure
of our scheme based on the definition of empathy
(Clark et al., 2018). Thus, in our coding scheme,
we differentiate between expressions indicative of
cognitive empathy and expressions indicative of
affective empathy.

One of the crucial considerations while develop-
ing the scheme was whether there was also a neg-
ative polarity of empathy. Prior literature provided
support for the idea that there might be expressions
that signal the opposite of empathy, i.e. denial or
disconfirmation of the target’s perspective (Bylund
and Makoul, 2002). The rationale behind this can
be explained using the example of friendliness. To
come across as friendly in a conversation, it is advis-
able to use friendly expressions, but also to refrain
from using unfriendly expressions. Analogously, we
conclude that the level of empathy of a message in-
creases with the use of expressions demonstrating
empathy (here: empathy success), but decreases
with the use of expressions that demonstrate the
opposite (here: empathy failure).

Thus, our final coding scheme encompasses four
main categories: cognitive empathy success, af-
fective empathy success, cognitive empathy failure,
and affective empathy failure, as well as a symbolic
category for texts that don’t have any type of em-
pathetic expression (i.e. only factual information),
which we call the absence of empathy. In line with
this, each success or failure results in the addition
or deduction of one point to the total score. The

absence category serves as a symbolic category
in the system that is not associated with the addi-
tion or subtraction of any points. Table ?? shows
an overview of the scheme and the full scheme is
shown in Table 5 in the Appendix0. In the following,
we describe the categories in detail.

Cognitive empathy success. The category cog-
nitive empathy success is defined as detecting, rec-
ognizing, and understanding others’ cognitive and
emotional states, meaning their thoughts, motifs,
and feelings, with an emphasis on the observer’s
act of taking in the target’s mental state.

In terms of behavioral indicators, this category
includes emotion cognition and perspective-taking
(Cuff et al., 2016), understanding (Watzlawick and
Beavin, 1967), paraphrasing (Grondin et al., 2019),
interpreting (Sharma et al., 2020), agreement and
acknowledgment, exploration through asking of
genuine questions (Amjad et al., 2023) and pro-
jection (Bylund and Makoul, 2002).

Cognitive empathy failure. The category cogni-
tive empathy failure is defined as the observer not
actively putting themselves in the target’s position
and instead offering their subjective interpretation of
the situation as a fact. Behavioral indicators include
expressions of disbelief, questioning, doubt, de-
nial, and disagreement (Bylund and Makoul, 2002;
Pounds et al., 2018), offering a personal opinion
as a fact, and blaming.

Affective empathy success. The category affec-
tive empathy success is focused on the observer’s
emotional experience of the target’s situation. The
category is defined as the observer expressing the
experience of an emotional state congruent or sim-
ilar to that of the target. The observer reacts to the
target compassionately with emotional warmth and
concern. Behavioral indicators are the expression
of matching emotions (Clark et al., 2018), valida-
tion (Bylund and Makoul, 2002), appreciation (Am-
jad et al., 2023), praise and apologies, and offers
for help and support(Pounds, 2011; Sharma et al.,
2020).

Affective empathy failure. Affective empathy
failure describes instances where the observer
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mentions their emotional state that is not congruent
to that of the target’s state. They react to the target
with emotional coldness and harshly with no con-
cern, discounting the target’s situation. Behavioral
indicators of empathy failure include orders, com-
mands, unsolicited advice, dismissal, invalidation,
coldness, and the communication of incongruent
emotions (Amjad et al., 2023; Pounds et al., 2018).

Absence of empathy. The label absence of Em-
pathy was introduced to be able to differentiate
expressions that are neutral from expressions of
empathy failure. It is used in cases when the ob-
server responds merely factually rather than emo-
tionally. Expressions do not contain elements that
constitute empathy failure or empathy success.

Annotation process. We establish universal cod-
ing rules for the use of the annotating scheme. The
coding unit is allowed to range from one word up to
a compound of two sentences, depending on the
semantic meaning. Moreover, only one label can be
assigned to a coding unit. The coding procedure
followed O’Connor and Joffe (2020) recommen-
dations to ensure reliability. Two native German
speakers coded our dataset using our annotation
scheme. One of them was a master’s student of
psychology with a bachelor’s degree in psychology,
and the other was a master’s student of organiza-
tional psychology who held a degree in business
administration. Thus, the annotators were experts
in relevant domains. As a first step, the first an-
notator applied the coding scheme to the first 25
percent of the LeadEmpathy dataset (ID1 - ID130).
In the process, anchor examples for each of the cod-
ing system’s indicators were added to the coding
scheme. Next, the second annotator also coded the
first 25 percent of the material (ID1 - ID130). After
both had finished their annotations, inter-annotator
agreement for each of the categories was calcu-
lated. This approach was based on the assumption
that the randomly chosen portions (e.g. first 25 per-
cent) of the data accurately represent the dataset
(O’Connor and Joffe, 2020). Using Krippendorff’s
α (Krippendorff, 1980) as a metric, the agreement
was acceptable for the success categories but ini-
tially insufficient for the failure categories. Both
annotators together reassessed points of disagree-
ment and the coding rules were refined. Annotators
1 and 2 proceeded to code the next 25 percent of
the material (ID 131 - ID 260). Once completed,
Krippendorff’s α for the inter-annotator agreement
was calculated again, revealing very good results
(See section 4.2 for statistics). Upon achieving this
reliability, the first annotator proceeded to code the
remaining parts of the data independently.

4. The Dataset

4.1. Data Collection and Filtering
The data was collected in an experimental vignette
study conducted in January 2023, as part of a re-
search project that aimed to investigate the use
and acceptance of AI among leaders. The partici-
pants were recruited via LoopsterPanel, a German
participant recruitment tool with over 60,000 reg-
istered users. Since our study simulates the orga-
nizational context and therefore requires a basic
understanding of work processes, we specifically
recruited participants who had more than two years
of work experience. The survey also included two
attention checks, one being a question about the
case and the other the instruction to choose a spe-
cific response option for an item, which resulted in
immediate disqualification.

In the experiment, participants were presented
with a scenario in which they were told to imagine
themselves in a leadership function of a customer
service department. In a series of unfortunate cir-
cumstances, one of the subordinates had made a
severe mistake when processing an order, which
is why an important customer was lost. The situa-
tion was purposefully portrayed as ambiguous in
regard to who was at fault. In short, the employee
should not have processed the customers’ order
without consulting the leader but did so anyway due
to time urgency, after consulting other colleagues.
However, the leader (in whose role the participants
were supposed to put themselves) was not avail-
able throughout the whole day due to meetings.
The scenario presented an empathetic opportunity,
as the employee had good intentions and knew that
there was time pressure to process the order.

After giving the participants some time to read
and understand the circumstances, they were in-
structed to write an email to their subordinates
(whom we named Mr. Thiele) and react to the sit-
uation at hand. The experimental manipulation
consisted of feedback that followed the email draft,
informing participants that either an artificial intelli-
gence or a human had rated their email as not being
sufficient in the amount of empathy conveyed in the
email. Participants were then given the opportunity
to either modify their initial email, write a new email
or keep the original draft.

The experiment resulted in a total sample of N =
522 participants, with two emails per participant (
email 1, email 2 ). In the filtering process, 17 par-
ticipants were excluded from the data right away
for not having made an entry for at least one of
the two emails. A further 120 of the participants’
submissions were labeled as invalid for a) being in
a language other than German or English, b) non-
compliance with the scenario and instead directly
addressing the leading researcher and comment-
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ing about the experiment, c) misunderstanding the
vignette and writing the email from someone else’s
point of view or addressing it to the wrong person,
or d) writing nonsense. This resulted in a final sam-
ple of N= 385 participants, of which 183 were in
the AI feedback condition and 202 were in the hu-
man expert feedback condition. This resulted in a
dataset of 770 valid emails with an average length
of 60 words (email 1: 53 words, email 2: 67 words).

In terms of demographics, 2.6% of participants
were within the age range of 18-24 years, 20.8%
were within 25-34 years, 26.0% were within 35-44
years, 24.2% were within 45-54 years and 26.5
were over the age of 54. The gender distribution
of the participants was as follows: 52% were male,
47% were female, and 0.3 % diverse (1 participant).
The work experience of the participants varied, with
most 71.4% having more than 10 years of experi-
ence, 17.1% having 5-10 years of experience, and
11.4% having 2-5 years of experience. 41.4% of
the participants were in a leadership position, 54.0
% were employees without a leadership position
and 4.2 % chose the option "other".

4.2. Dataset Statistics

Inter-annotator agreement. Inter-annotator
agreement was assessed to measure the reliability
of our annotated dataset, using Krippendorff’s
α (Krippendorff, 1980) as our primary metric.
Krippendorff’s α = .80 constitutes very good
agreement, while α > .667 represents an accept-
able result (Krippendorff, 1980). We calculated
Krippendorff’s α on the e-mail level for each of our
main categories (cognitive empathy failure and
success, affective empathy failure and success)
and higher-order categories (empathy success,
empathy failure, and total empathy score) for 25%
of the data. We present the results in Table 3,
together with the frequencies of all categories. The
threshold of α = .80 was met by all categories
except for affective empathy success, which
is one percentage point below. The results
overall indicate a high level of agreement among
annotators, which demonstrates that our annotated
dataset and annotation scheme can be reliably
used for subsequent analysis.

Annotations. We calculated measures of central
tendency and dispersion of the final empathy score
to get an overview of the range of empathy levels
represented in the emails within our dataset. The
descriptive statistics are shown in Table 2. The
results indicate that the minimum score in email 1 is
two points lower than in email 2, while the maximum
score in email 2 is two points higher. Moreover, on
average, email 2 received a higher empathy score
than email 1. Overall, the score ranges from -4 to 7.

Empathy Score
Email 1 Email 2 All Emails

Min. −4 −2 −4
Max. 5 7 7
Median 1 2 1
Mean±SD 1.5± 0.7 1.8± 1.8 1.2± 1.7

Table 2: Measures of central tendency and disper-
sion of the empathy scores

Table 3 displays the frequency with which the
four categories were assigned in the material. It
contains the frequencies of categories in email
1, email 2, and the total emails. In email 1, the
category cognitive empathy success received the
highest frequency of assignments (229 instances),
closely followed by affective empathy success (220
instances). In email 2, affective empathy success
was the most frequently assigned category (416
instances), with cognitive empathy success being
the second most frequently assigned category (386
instances).

In terms of failures, in both emails, instances of
cognitive empathy failure occurred more often than
affective empathy failure. Notably, in email 2, both
success categories were assigned more often, and
both failure categories received fewer assignments,
again indicating that email 2 was rated as more
empathetic.

5. Case Study: Empathy Detection

We present a case study on empathy detection with
baseline models and briefly discuss insights from
these experiments. For the scope of this work, we
perform three detection tasks related to the over-
all empathy score, leaving experiments with finer-
grained tasks for future work:

Binary classification (Bin). We classify empa-
thy scores into two categories: ‘Low,’ which in-
cludes scores between -3 and 1 (i.e., empathy
failures and low empathy), and ‘High,’ which en-
compasses scores from 2 to 7 (i.e., successful em-
pathy). These score ranges create a fair balance
between the two classes (see Fig. 2).

Multiclass classification (Multi). We predict
the empathy scores as discrete classes for all ten
overall empathy scores observed in our data. Fig-
ure 3 shows the class distribution.

Multiclass regression (RegCLS). We predict
the empathy scores by regression as opposed to
discrete classes. For our analysis, we convert the
predicted scores to the nearest discrete values,
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CE AE CE+AE Empathy score
failure success failure success failure success

Email 1 117 229 50 220 167 449 -
Email 2 92 386 34 416 126 805 -
Total 209 618 84 636 293 1254
Krippendorff’s α 0.84 0.85 0.80 0.79 0.85 0.88 0.91

Table 3: Category frequencies and inter-coder reliability (CE = cognitive empathy, AE = affective empathy)

Figure 2: Distribution of binary empathy classes.

Figure 3: Distribution of overall empathy scores.

thus formulating this approach as multiclass classi-
fication.

For these experiments, we treat the before and af-
ter emails as separate instances. We evaluated an
SVM2,3 with n-gram and LIWC (Boyd et al., 2022)

2LinearSVC from https://scikit-learn.org/.
3We performed preliminary experiments with naive

bayes, logistic regression, and other classifiers and ob-
served SVM performed best in all tasks in our experi-

Task Best
model

Majority
class

Prec. Rec. F1

Bin SVM 57.1 81.7 81.8 81.7
Multi BERT 28.1 45.2 47.1 45.7
RegCLS BERT 28.1 50.1 50.4 49.9

Table 4: Results for models with the best perfor-
mance by weighted F1 score on each task.

feature sets, and a BERT-based model by finetun-
ing bert-base-german-cased.4 As the scope
of this work is primarily the development and pub-
lication of the LeadEmpathy dataset, we limited
the complexity of these case study experiments
by refraining from in-depth parameter and feature
set exploration, reserving these investigations for
future research.

We train and evaluate in a 10-fold cross-
validation setup, stratifying the labels. All exper-
iments were run on the same samples per fold for
comparison. We present the performance results of
the best performing models (SVM with unigrams for
Bin and BERT for Multi and RegCLS) in Table 4.
Each outperformed the majority class baselines
significantly.

Though these are simple models, they demon-
strate the capacity to detect a wide range of em-
pathy scores, and distinguish between empathic
failures and successes. In the case of RegCLS,
we also evaluated the performance by regression
metrics before converting the predicted scores to
classes. The model predictions had a Pearson cor-
relation with the actual scores of 0.816 and mean
squared error of 0.883. Thus, on average, the in-
correct predictions were only less than one point
away from the actual score out of a range of ten
points. Thus, the model is quite effective at pre-
dicting the overall empathy scores. In future work,
we will expand the experiments to include diverse
tasks for predicting cognitive and emotional empa-
thy. Furthermore, we can integrate the particular
text segments that the annotators marked pertain-
ing to their particular empathy labels and evalua-
tions.

mental setup.
4https://huggingface.co/bert-base-german-cased
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6. Conclusions and Future Work

In this work, we introduce an innovative theory-
based annotation scheme for discerning both af-
fective and cognitive empathy as well as empathy
successes and failures in written leadership com-
munication. The coding scheme, developed by
experts in business psychology, provides a valu-
able framework for analyzing empathetic aspects
of leadership texts. Moreover, we introduce the
LeadEmpathy dataset, offering expert-annotated
empathy language resource in German, in the novel
domain of written leadership communication. Upon
independent coding, two annotators reached a sub-
stantial inter-annotator agreement for all categories,
indicating the reliability of the approach and the
quality of the annotations. The dataset is designed
to facilitate the modeling of empathy in written lead-
ership communication, addressing a critical gap in
the availability of such datasets and contributing
to the broader understanding of empathy in this
domain. This work therefore makes contributions
toward both the need for comprehensive empathy
resources and informed frameworks and measure-
ment approaches that are reliable in the face of the
task’s subjectivity. We encourage the use of our
annotation scheme and dataset for further explo-
rations of empathy. Specifically, we suggest that
our work can be a valuable resource for scholars
aiming to understand the behavioral dimension of
empathy and compare aspects of empathetic com-
munication across domains and languages.
Developing robust NLP models. Based on our
work, computational analyses can be used to fur-
ther explore and theoretically refine the behavioral
dimensions of empathy. For example, a better
understanding of the nature of empathy can be
gained through leveraging NLP models to identify
latent traits that distinguish empathy successes and
failures. Computational analyses provide a data-
driven and context-sensitive approach to under-
standing as well as quantifying how empathy is ex-
pressed. While we demonstrated a baseline model
performing simple tasks for this dataset, there are
many other NLP modeling tasks to investigate. Fu-
ture experiments can leverage the labeled span
segments for improvements to detection and recog-
nition models. Of particular interest is the develop-
ment of models capable of distinguishing elements
of affective and cognitive empathy. Multilabel clas-
sification models can be developed for multitask
predictions of AE and CE. Furthermore, the multi-
dimensionality of the empathy construct employed
can support the development of more robust NLP
models empathic language and exchanges. Future
investigations to support this objective could involve
studying the transferability of empathic signals from
this domain to others, and vice versa.

Cross-domain and cross-language compar-
isons. In further studies, our dataset can be lever-
aged to compare verbal expressions of empathy
across domains and languages. For example, ther-
apy conversations may involve more affective em-
pathy compared to leadership interactions due to
varying social norms and the nature of the conver-
sations. Moreover, the tasks, responsibilities, and
role of a leader differ significantly from those of
a therapist. While therapists primarily seek to im-
prove the well-being of the patient, the leader must
primarily act in the interest of the organization while
keeping the well-being of the employees in mind. It
might also be that business etiquette differs in or-
ganizational settings across different cultures and
languages, e.g. in some countries it might be the
norm to have stronger organizational hierarchies
which might not allow expressions of empathy as
frequently as in cultures with flatter hierarchies as
the norm. Altogether, more comparative studies
are needed to develop a nuanced understanding of
empathetic expression, representing a promising
future research area.
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Example containing success and failure (ID 366, Email 1)

Sehr geehrter Herr Thiele,
ich bin mir der Schwierigkeit der Entscheidung bewusst, die Sie treffen mussten und sch-
ätze es sehr, dass Sie im Team nachgefragt haben. Dennoch entschuldigt dies in keinster
Weise den Fehler, den Sie bei der Auswahl der Geräte gemacht haben. Über weitere
Entscheidungen diesbezüglich werde ich sie zeitnah informieren und verbleibe bis dahin
(...). Mit freundlichen Grüßen.
Example that only contains failure (ID 180, Email 1)
Ich war mindestens per Email zu erreichen und erwarte, dass Sie die Verantwortung über-
nehmen .
Example that only contains success (ID 487, Email 2)
Hallo Herr Thiele, vielen Dank für Ihre prompte und ausführliche Antwort . Ich versichere
Ihnen, dass Sie sich wegen Ihres Fehlers nicht schlecht fühlen müssen , denn wer arbeitet
macht Fehler. Ich stehe in dieser Sache hinter Ihnen und denke es ist an der Zeit un-
seren Kunden klar zu machen, dass Fehler passieren. Diese Fehler tun uns sehr leid,
aber es nur allzu menschlich ist. . Selbstverständlich werden wir den finanziellen Schaden
unseres Kunden ersetzen. Sie haben getan, was in ihren und meinen Augen notwendig war ,
und dafür danke ich Ihnen sehr.
Key cognitive empathy: success failure affective empathy: success failure

Figure 4: Examples from the dataset demonstrating the application of the coding scheme in the original
German.

Table 5: The full annotation scheme.
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