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Abstract

Collecting labeled datasets in finance is challenging due to scarcity of domain experts and higher cost of employing
them. While Large Language Models (LLMs) have demonstrated remarkable performance in data annotation tasks
on general domain datasets, their effectiveness on domain specific datasets remains underexplored. To address this
gap, we investigate the potential of LLMs as efficient data annotators for extracting relations in financial documents.
We compare the annotations produced by three LLMs (GPT-4, PaLM 2, and MPT Instruct) against expert annotators
and crowdworkers. We demonstrate that the current state-of-the-art LLMs can be sufficient alternatives to non-expert
crowdworkers. We analyze models using various prompts and parameter settings and find that customizing the
prompts for each relation group by providing specific examples belonging to those groups is paramount. Furthermore,
we introduce a reliability index (LLM-RelIndex) used to identify outputs that may require expert attention. Finally, we
perform an extensive time, cost and error analysis and provide recommendations for the collection and usage of
automated annotations in domain-specific settings.
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1. Introduction

Financial NLP (FinNLP) is an active and growing
research area with numerous applications in an-
alyzing and comprehending financial texts. The
development of effective FinNLP models relies on
well-annotated datasets derived from financial doc-
uments. However, annotating such datasets is chal-
lenging as it requires a deep understanding of finan-
cial concepts to decipher the complex terminolo-
gies and calculations present in the documents.
Crowdsourcing platforms are generally used for
annotations. While they are generally effective
for tasks that do not require high levels of exper-
tise, they often produce inconsistent and inaccu-
rate annotations when it comes to domain-specific
datasets. This approach requires careful instruc-
tion crafting, multiple annotation rounds, increased
number of workers, and, finally, expert intervention
for enhanced accuracy and consistency.

The wide array of tasks in which Large Language
Models (LLMs), such as GPTs (Brown et al., 2020;
OpenAI, 2023), have demonstrated state-of-the-art
zero-shot capabilities naturally raises the question
of whether these models have the potential to sub-
stitute for human annotators. Using LLMs as data
annotators can offer a lot of advantages such as
cost-effectiveness, scalability and potential for iter-
ative improvement. However, strong performance
on benchmark datasets alone does not ensure a
model’s suitability to replace human annotators. In
addition to accuracy, consistency and biases as-
sociated with this approach needs to be carefully

Text: The predecessor
Mississippi Power Company was incorporated
under the laws of the State of Maine on November
24, 1924 and was admitted to do business in
Mississippi on December 23, 1924 and in Alabama
on December 7, 1962.

Relation type: Organization–Date

Expert Label: No/other relation
Crowdworker Label: Formed on

Figure 1: Example of relation extraction task from
REFinD dataset.

studied.
While positive results of using LLMs as annota-

tors for general-domain tasks have been reported
in recent papers and preprints (Gilardi et al., 2023;
Törnberg, 2023), their performance in specialized
domains such as finance remains underexplored.
In this work, we assess the efficacy of LLMs as
data annotators for financial relation extraction task
using REFinD dataset (Kaur et al., 2023).

The relation extraction task in financial docu-
ments involves identifying specific relations be-
tween financial entities such as companies and
persons. Financial relation extraction presents
unique challenges due to the domain-specific na-
ture of financial language and the scarcity of labeled

*These authors contributed equally to this work
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data. General relation extraction models trained on
generic tasks may lack the necessary understand-
ing of finance-specific terms, leading to difficulties
in capturing nuanced patterns. For example, cer-
tain relations, such as board membership versus
employment, require domain expertise for accu-
rate interpretation. Ambiguity further complicates
the task, as implicit relationships, like company
acquisitions based on stock ownership, may be
challenging for generic models to identify. Further-
more, financial sentences are notably more com-
plex, with longer average lengths and greater entity
pair distances compared to generic domains, as
demonstrated in REFinD.

Figure 1 shows an example from the REFinD
dataset where we are interested in finding a re-
lation between an organization-date entity pair,
wherein we are interested in extracting the relation
between an organization - Mississippi Power Com-
pany and date - December 23, 1924. For this entity
pair, the relation label options presented to experts
and crowdworkers are (i) formed on (ii) acquired
on and (iii) no/other relations. The label cho-
sen by experts is no/other relation, the reason
being Mississippi Power Company was formed on
November 24, 1924 and not on December 23, 1924.
However, crowdworkers incorrectly identified the
label as formed on. This discrepancy between
expert labels and crowdworker labels highlights the
difficulty of financial relation extraction tasks.

In this work, we compare the output of LLMs and
crowdworkers against expert annotations, extend-
ing our analysis beyond performance metrics and
addressing time, cost and reliability aspects of the
annotation process. Our contributions are the fol-
lowing: (i) To the best of our understanding, we
are the first in the financial domain to demonstrate
the capabilities of LLMs as data annotation tools
by evaluating them against domain experts and
crowdworkers. (ii) We compare 3 models (GPT-4,
PaLM 2, and MPT Instruct) and parameters (vary-
ing temperature, random seed and prompting ap-
proaches) to identify the most accurate and reliable
configuration. (iii) We introduce reliability index,
a metric designed to identify trustworthy samples
and filter out those requiring human intervention.
(iv) We demonstrate that LLMs can replace non-
expert crowdworkers for a significant portion of the
dataset, while expert intervention is necessary for
the remaining instances to ensure accurate anno-
tations. We also offer guidance on best practices
for implementing LLMs in the annotation process.

2. Related Work

Wang et al. (2021) pioneered the use of GPT-
3 (Brown et al., 2020) as a cost-effective data la-
beler for training models. The potential of LLMs

as data annotators has been explored in various
tasks including relevance, stance, topic and frame
classification (Gilardi et al., 2023), sentiment analy-
sis, hate speech detection (Zhu et al., 2023; Huang
et al., 2023), political affiliation (Törnberg, 2023)
and news classification (Reiss, 2023)1. Since the
majority of these tasks do not require the domain
expertise of a human annotator, the effectiveness
of LLMs in domain-specific datasets remains under-
explored. This study investigates LLMs’ potential
in the financial domain.

Existing literature on the application of LLMs in
the financial domain remains sparse. Li et al. (2023)
have evaluated the performance of GPT-3.5 and
GPT-4 on various finance benchmark datasets and
reported strong performance on arithmetic reason-
ing, news classification and financial named entity
recognition. However, this study did not consider
the potential use of LLMs as annotators in compar-
ison to non-expert crowdworkers, or the relation
extraction task, which is the focus of our paper.

Several approaches assess the potential of LLMs
as data annotators. Studies like Kuzman et al.
(2023); Chiang and Lee (2023); Ding et al. (2023)
explore different aspects of LLMs including com-
paring zero-shot performance of ChatGPT against
a task-specific fine-tuned model, and measuring
the alignment of LLM and human evaluations. He
et al. (2023); Törnberg (2023); Gilardi et al. (2023)
compare the model outcomes with crowdworkers
and expert annotators. While the latter approach
is more costly, we adopt it in this study due to its
direct relevance to our research question.

LLMs as annotators yield mixed results, with
some studies showing higher performance than hu-
mans (Gilardi et al., 2023; Törnberg, 2023), while
others highlight limitations in new domains Zhu et al.
(2023) and consistency issues (Reiss, 2023). Zhu
et al. (2023) report GPT’s overestimation of certain
classes. This further motivates our study to evalu-
ate these aspects for finance domain specifically.

It is also worth noting that most studies focus on
GPT models only (Huang et al., 2023; Reiss, 2023;
Törnberg, 2023; Zhu et al., 2023; Ding et al., 2023).
We address this limitation by comparing three gen-
erative LLMs, GPT-4 (OpenAI, 2023), PaLM 2 (Anil
et al., 2023), MPT Instruct (MosaicML, 2023), each
with different size, training data, and procedures.

3. Dataset

Our experiments utilize the REFinD dataset (Kaur
et al., 2023). Derived from texts within quarterly and
annual reports of publicly traded companies (10-X),
REFinD is the largest dataset available for financial
relation extraction. This is also the only financial

1Note that some of the citations are recent publicly
available preprints.
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domain dataset for which we were able to obtain
annotations broken down into expert and individ-
ual crowdworkers. REFinD dataset has 28,676
instances and 22 relations types across 8 entity
pairs. The only other available Financial relation
extraction dataset FinRED (Sharma et al., 2022) is
significantly smaller (6,767 instances and 29 rela-
tion types) and does not release annotations pro-
vided by individual crowdworkers.

These 8 entity pairs covered in REFinD in-
clude person–title, person–organization,
person–university, person–government
agency, organization–gpe, organization–date,
organization–organization and organization–
money. Each entity pair includes several
finance-oriented relation types. The choice of
this dataset is further justified by the fact that it
was released in mid 2023, which makes it unlikely
to have been part of the training data for the
selected LLMs. For our experiments, we utilize
3598 instances from the test set of REFinD, due to
the costs associated with LLMs usage(see section
5.5).

4. Experiments

In this section, we present comprehensive descrip-
tions of the generative models, prompts, and eval-
uation metrics utilized in our study.

4.1. Models
In our experiments, we employed three Large Lan-
guage Models (LLMs), GPT-4, PaLM 2, and MPT
Instruct, selected based on their exceptional perfor-
mance in benchmark leaderboards 2, accessibility,
API availability, and permissive licenses. These
models vary in size: GPT-4 comprises approxi-
mately 1.7 trillion parameters, PaLM 2 has 340 bil-
lion, and MPT Instruct is the smallest with 7 billion
parameters. This diverse range enables us to eval-
uate the influence of model size on performance.
For each model, we conducted experiments using
two temperature settings (0.2 and 0.7) to examine
the effects of randomness on model performance.
Every model was run twice at each temperature
setting. However, users cannot set a random seed
for GPT-4 and PaLM 2, resulting in varying out-
puts between runs. In contrast, MPT Instruct was
executed twice using two distinct random seeds.

Prompts
The quality of prompts used to guide LLMs sig-
nificantly impacts their performance, akin to the
instructions given to crowdworkers. We tailored the

2https://huggingface.co/spaces/
HuggingFaceH4/open_llm_leaderboard

instruction around the prompt set up to focus on
understanding the financial context around each
question. Each input prompt comprises: (1) tex-
tual description of the task, (2) a sentence with
highlighted entities3, and (3) a numbered list of
relation options (labels) specific to the entity pair.
To avoid bias towards particular label orderings,
we shuffle the option list. We experimented with 6
distinct prompt types which fall into 3 categories:
zero-shot, few-shot and few-shot chain-of-thought
(CoT) prompts. These prompts are based on the
annotation instructions provided to MTurk4 crowd-
workers for the REFinD annotations (taken from
Kaur et al. (2023)), facilitating a better comparison
with their outputs.

For zero-shot prompts, we used: (1) simple
prompt, a brief task description in basic English
and (2) full instruction prompt, an extended version
with a more comprehensive task description from
the REFinD MTurk annotation instructions, an ex-
ample of this is provided in Figure 2. Few-shot
prompts, include: (3) 1-shot and (4) 5-shot, which
build upon the full instruction prompt by adding a
few task examples, tailored to the specific entity-
pair type. Lastly, we experimented with few-shot
CoT prompts: (5) 1-shot CoT and (6) 5-shot CoT.
CoT prompts incorporates both the task descrip-
tions and examples, as well as the reasoning be-
hind each example’s decision, as this approach has
proven beneficial for other annotation tasks (Wei
et al., 2022).

4.2. Evaluation
We assess the performance in comparison to
expert annotators using accuracy and micro-
averaged F1 scores. These metrics are calculated
separately for each entity pair, and we report the
mean average across entity pairs. Since each
model’s experiment is run twice, we also average
these metrics from the two runs and report this as
the final metric. Additionally, we measure the agree-
ment between experiments, the time and cost of
annotations, and the reliability index to analyze the
efficiency and robustness of LLMs as annotators.

4.2.1. Inter Annotator Agreement (IAA)

We evaluate the agreement between different
experiment settings to capture the model’s self-
consistency and assess the quality and reliability
of the annotations. This metric demonstrates how
uniformly annotators interpret the given task. To

3We indicate the locations of both entities of interest
by adding ** before and after entity1 and __ before and
after entity2.

4https://docs.aws.amazon.
com/pdfs/AWSMechTurk/latest/
AWSMechanicalTurkRequester/amt-dg.pdf

https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
https://docs.aws.amazon.com/pdfs/AWSMechTurk/latest/AWSMechanicalTurkRequester/amt-dg.pdf
https://docs.aws.amazon.com/pdfs/AWSMechTurk/latest/AWSMechanicalTurkRequester/amt-dg.pdf
https://docs.aws.amazon.com/pdfs/AWSMechTurk/latest/AWSMechanicalTurkRequester/amt-dg.pdf
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Select date of formation relationship described
in one sentence. Given a single sentence: The
predecessor **Mississippi Power Company** was
incorporated under the laws of the State of Maine
on November 24, 1924 and was admitted to do
business in Mississippi on __December 23, 1924__
and in Alabama on December 7, 1962. With 2
highlighted phrases: Mississippi Power Company
and December 23, 1924. Select a multiple choice
answer from options below, which best describes
the relation between Mississippi Power Company
and December 23, 1924.

Please choose the MOST appropriate relation from
the following options:

1. Mississippi Power Company is/was formed on
December 23, 1924

2. Mississippi Power Company is/was acquired
on December 23, 1924

3. no/other relation between Mississippi Power
Company and December 23, 1924

Figure 2: Full instruction prompt example.

calculate the agreement between two annotators,
we use Cohen’s Kappa (Cohen, 1960b) and for
agreement among more than two annotators, we
use Fleiss’ Kappa (Fleiss, 1971).

Reliability Index (LLM-RelIndex)

To aggregate the label for each sample from multi-
ple annotators, we could simply calculate the raw
voting counts for each label from K annotators.
However, this approach has an issue when an-
notators all choose distinct labels, then an arbi-
trary label would be selected. As those distinct
labels could be semantically related, such as mem-
ber of, employee of and founder of, incorpo-
rating such label similarity can improve the ag-
gregation precision. Thus, we refine the voting
approach by taking label similarity into account
i.e., the similarities between its assessments ai
and each label l. The refined voting score, which
considers the assessments of multiple annota-
tors, measures the agreement for each label l as
vote(i, l) = sim(ai, l). We then define the confi-
dence as confid(l) = 1

K

∑K
i=1 vote(i, l). Note that

similarity is defined as per the judgements of do-
main experts.

Additionally, we introduce the Reliability-Index,
defined as the maximum confidence score confid(l)
of the label l:

LLM-RelIndexi = argmax
l∈L

confid(l) (1)

The Reliability-Index aids in identifying the most

reliable label for each instance. It enables the detec-
tion of outputs that warrant human expert attention.

Time & cost

For models served via API, the price per instance
depends on the number of tokens (GPT-45) or char-
acters (PaLM 26) in both the prompt and generated
outputs. Consequently, the annotation cost was
calculated by multiplying the average number of
tokens/characters in the prompt and output, the
number of instances, and the price per instance.
For the open-source MPT-Instruct model, the cost
was based on the per-hour price of the AWS ma-
chine utilized. Due to high GPU memory require-
ments, we used p3.2xlarge machines with 1 Tesla
V100 GPU7. The annotation cost was calculated
by multiplying the average time taken per instance
in hours, the number of instances, and the price
per hour.

5. Results

In this section, we discuss our experimental find-
ings, focusing on model performance, annotator
agreement, error analysis and reliability.

5.1. Model Performance
Table 1 presents the micro-averaged F1 score and
accuracy for each LLM by prompt type and tem-
perature setting, as well as the performance of
MTurk annotators. We observe that GPT-4 and
PaLM 2 significantly outperform crowdsourced an-
notations, with a margin of up to 29%. Both mod-
els exhibit comparable performance, with GPT-4
being the best. MPT Instruct demonstrates lower
overall performance but still outperforms the hu-
man annotators in terms of F1-score when using
5-shot CoT prompt. These results highlight the po-
tential of LLMs as annotators. However, none of the
models reach the expert performance, indicating
that domain-specific settings still require expert’s
involvement. Figure 3 visualizes the results for
the full instruction prompt, which is identical to the
MTurk instructions.

Regarding the impact of prompt type on model
performance, Table 1 reveals that the input prompt
design significantly influences LLM performance.
GPT-4 and PaLM 2 exhibit higher robustness un-
der different prompts (5-7% difference), whereas

5https://openai.com/pricing, Accessed on
31/07/2023, GPT-4 8K context input price: $0.03/1K to-
kens, output price: $0.06/1K tokens. Number of tokens
was calculated using the tiktoken package.

6https://cloud.google.com/vertex-ai/
pricing, Accessed on 31/07/2023, PaLM 2 Text Bison:
$0.0010/1K characters.

7https://aws.amazon.com/ec2/instance-types/p3/

https://openai.com/pricing
https://cloud.google.com/vertex-ai/pricing
https://cloud.google.com/vertex-ai/pricing
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Micro-Averaged F1 Score/ Accuracy(%)
Zero-Shot Prompt Few-Shot Prompt Few-Shot CoT Prompt

Annotator Type Temperature
Setting simple prompt full instruction 1-shot 5-shot 1-shot CoT 5-shot CoT

GPT-4 0.2 67.4/63.4 68.5/64.6 65.0/60.1 67.6/63.8 64.5/58.4 68.4/65.4
GPT-4 0.7 67.6/63.6 68.4/64.6 65.0/60.0 67.7/63.9 64.6/58.4 68.4/65.4
PaLM 2 0.2 62.3/53.9 62.2/53.8 66.4/60.1 66.0/59.2 64.7/55.9 65.6/57.2
PaLM 2 0.7 64.5/56.0 64.4/56.0 67.3/60.9 68.7/63.8 64.9/57.4 65.9/59.2
MPT Instruct 0.2 20.0/21.9 31.1/27.6 18.6/18.0 42.5/36.7 20.1/18.5 45.2/36.1

LLM MPT Instruct 0.7 20.8/24.7 24.8/27.3 22.7/24.2 30.5/31.1 22.2/23.2 33.9/30.8

Ensemble (All LLMs) 0.2 65.2/60.1 66.0/60.7 63.9/58.1 68.1/63.3 63.3/56.4 68.8/63.8
Ensemble (GPT-4 w PaLM 2) 0.2 67.2/63.2 68.6/64.7 65.0/60.1 67.8/64.0 64.3/58.1 68.2/65.2
Ensemble (GPT-4 w MPT Instruct) 0.2 67.2/63.2 68.6/64.7 65.0/60.1 67.8/64.0 64.3/58.1 68.2/65.2
Ensemble (PaLM 2 w MPT Instruct) 0.2 62.6/54.3 61.9/53.6 66.7/60.5 66.1/59.4 64.5/55.7 65.4/56.9

Human Mturk Annotators - - 38.6/40.7 - - - -

Table 1: Annotator performance in terms of micro-averaged F1-Score and accuracy against expert
assigned labels.

prompt type has a strong effect on MPT Instruct
performance (19%). MPT Instruct benefits con-
siderably from additional examples (5-shot and 5-
shot CoT ). Interestingly, few-shot and few-shot CoT
prompts do not consistently outperform the zero-
shot full instruction prompt. GPT-4 achieve its high-
est micro-averaged F1 score using the zero-shot
full instruction prompt.

Figure 3: Annotator performance in terms of micro-
averaged F1-Score under full instruction prompt.

Comparing performance at 0.2 and 0.7 tempera-
ture settings, we find that GPT-4 and PaLM 2 out-
puts remains stable regardless of the randomness
introduced by the temperature parameter. While
PaLM 2 consistently exhibits higher performance at
0.7, the observed performance differences are not
statistically significant at the 0.05 significance level
using a two-tailed t-test A.2.6. MPT Instruct perfor-
mance is heavily affected by temperature settings,
but no consistent pattern of superiority emerges for
either setting. The highest scores are achieved at
0.2 with 5-shot example prompts.

Additionally, we evaluate the performance of an
ensemble of models using a simple majority voting
approach, which mimics having multiple annotators.
While this approach results in the highest overall
accuracy score, it does not consistently improve
performance across all prompt types compared to
a single model approach.

5.2. Inter-Annotator Agreement
High performance alone is insufficient for LLMs
to serve as annotators, their output must also be
consistent to be considered reliable. Therefore,
we assess the consistency of the output by mea-
suring agreement scores for models in different
experiment settings shown in Table 3. First, we
evaluate whether the models produce consistent
outputs with the exact same parameters. For each
experiment setting, we measure the IAA between
the two runs of each model and then present an
average score (row 1).

We observe that none of the models exactly repli-
cate the outputs. GPT-4 and PaLM 2 exhibit high
levels of agreement, while MPT runs with two differ-
ent random seeds display significant differences.
We then evaluate the agreement between outputs
produced under two different temperature settings
(row 2). GPT-4 agreement remains high even when
varying the temperature parameter, while scores
of PaLM 2 and MPT decrease. Furthermore, we
compare the agreement between outputs produced
using different prompts, both pairwise (using Co-
hen’s Kappa, rows 3-5) and between the group
of prompts (using Fleiss Kappa, row 6). We find
that the choice of prompt has a more substantial
impact on the outputs of the model, reducing the
agreement for all LLMs. Overall, GPT-4 and PaLM
2 demonstrate reasonably high agreement across
various experiment settings, indicating their overall
reliability for the annotation task.

5.3. Error Analysis
In our error analysis, we aim to identify and
categorize common issues encountered by LLMs
during the annotation process. By examining
instances with incorrect answers, hallucinated
relations, and confident misannotations, we aim
to gain insights into the challenges faced by
LLMs and explore potential improvements for their
performance in complex tasks, such as relation
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LLM Zero-Shot Prompt Few-Shot Prompt Few-Shot CoT Prompt
simple full instruction 1-shot 5-shot 1-shot CoT 5-shot CoT

GPT-4 69.3 70.2 71 68.8 72.5 66.2
PaLM 2 74.5 73.8 74.9 76.1 79.8 80.7

MPT Instruct 46.4 52.5 48.4 57.5 49.7 64.9

Table 2: Proportion of LLM Hallucinations for instances labeled as no/other relation by experts

GPT-4 PaLM 2 MPT
Random seed run1 vs run2 0.95 0.88 0.395
Temperature 0.2 vs 0.7 0.95 0.85 0.30
Zero-shot: simple vs full 0.87 0.88 0.39
Few-shot: 1- vs 5-shot 0.84 0.79 0.28
Few-shot CoT: 1- vs 5-shot 0.8 0.82 0.28
All prompts (Fleiss) 0.83 0.79 0.31

Table 3: Pairwise IAA in terms of Cohen Kappa (top
5 rows) and IAA between outputs for all prompts
in terms of Fleiss Kappa (last row). First two rows
present mean averaged values of pairwise Cohen
Kappa for each prompt type.

extraction.

5.3.1. Semantic Ambiguity

We analyze instances where LLMs return incor-
rect answers and observe that these errors of-
ten stem from the proximity and similarity of the
answer options, causing confusion in identifying
the most accurate response. Common trends in-
clude member of instead of employee of and
formed in rather than operations in. This high-
lights the need to improve LLM’s comprehension
of subtle differences. For instance, in the exam-
ple “W. Howard Keenan , Jr. has served as a di-
rector of Midstream Management since February
2014", both GPT-4 and PaLM 2 incorrectly choose
member of over the correct relation employee of.
Although MPT Instruct’s result is also inaccurate,
its answer varies significantly by prompt type, ex-
hibiting a level of randomness not observed in the
other two LLMs. Its also worth noting that MPT
Instruct returns blanks for some instances. 0.5% of
the responses from MPT Instruct for each prompt
variation were blanks.

5.3.2. Relation Hallucinations

In our relation extraction task, we provide the LLMs
with limited label options, including an option for
no/other relation available for every entity pair.
Consequently, we expect minimal instances of hal-
lucinations, i.e., LLMs inventing new relations be-
tween specified entities not present in the label set
or generating off-topic responses. We analyze the
LLM outputs for instances labeled as no/other re-
lation by the experts and report the proportion of
hallucinations among them (Table 2). We observe
that hallucinations primarily emerge from PaLM 2

for 5-shot CoT, where 80.7% of instances labeled
as no/other relation by the experts were misiden-
tified by PaLM 2 as hallucinations. Overall, LLMs
exhibit a higher tendency to generate new relations
when the expert label is no/other relation. GPT-
4 and PaLM 2 tend to hallucinate more than MPT
Instruct. We post-process the hallucinated rela-
tions to extract relation styles similar to those in
the label options. The most common relations ex-
tracted from these are agreement with, shares
of, member of and subsidiary of.

5.3.3. Confident Misannotations

We analyze instances where LLMs and crowdwork-
ers return incorrect answers with high confidence
(answers selected by majority of annotators). The
relationship between high confidence and incor-
rect answer choice varies, and we observe three
scenarios: (i) the majority of crowdworker labels
are incorrect while the majority of LLM labels are
correct, (ii) the majority of both crowdworker and
LLM annotations are incorrect, and (iii) the ma-
jority of crowdworker labels are correct while the
majority of LLM labels are incorrect. Qualitative
examples of these can be found in Figure 4. This
analysis demonstrates that the varying dynamics
between LLMs and crowdworkers emphasize the
importance of refining LLMs to better understand
nuanced distinctions and improve their reliability in
annotation tasks. Furthermore, the analysis high-
lights the potential benefits of combining the exper-
tise of both LLMs and human annotators to achieve
more accurate and reliable annotations in complex
tasks, such as relation extraction.

5.4. LLM-RelIndex Based Accuracy
Analysis

In this analysis, we employ the LLM-RelIndex ma-
jority voting scheme to assess the accuracy derived
from human votes and LLM results across all six
prompt variations on the dataset. The data is ar-
ranged in descending order of LLM-RelIndex that
is we moved from instances that were simple to an-
notate to the more complex ones and we present
the accuracy for incremental percentages of the
dataset. We showcase the plots for three distinct
cases: (i) zero-shot (Figure 5), (ii) few-shot (Figure
6), and (iii) few-shot CoT (Figure 7).

Our observations indicate that for all three cases,
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Scenario 1 (Crowdworkers incorrect, LLMs correct):
Instance: Personal Lines underwriting profit for the three months ended September 30, 2017 was $ 40.8 million,
compared to $ 23.3 million for the three months ended September 30, 2016 , an improvement of $ 17.5 million.
Expert Label: Profit of
Crowdworker Label: Profit of, No/Other Relation , Loss of
LLMs Label: Profit of
Scenario 2 (Crowdworkers and LLMs incorrect):
Instance: Our Hawaii Gas entered into licensing agreements with Utility Service Partners , Inc. and America’s
Water Heater Rentals , LLC , both indirect subsidiaries of Macquarie Group Limited , to enable these entities to
offer products and services to Hawaii Gas’s customer base.
Expert Label: Subsidiary of
Crowdworker Label: No/Other Relation, Subsidiary of, Shares of
LLMs Label: Agreement with
Scenario 3 (Crowdworkers correct, LLMs incorrect):
Instance: On December 10, 2014 , Orbital Tracking Corp. purchased certain contracts from Global Telesat
Corp , a Virginia corporation ( GTC ) for $ 250,000 pursuant to an asset purchase agreement by and among
Orbital Tracking Corp i, its wholly owned subsidiary Orbital Satcom, GTC and World Surveillance Group , Inc. (
World ) , GTC’s parent.
Expert Label: Subsidiary of
Crowdworker Label: Subsidiary of
LLMs Label: Agreement with

Figure 4: Error Analysis: Qualitative examples illustrating different scenarios of how MTurk Crowdworkers
and LLMs demonstrated high confidence on incorrect answer choices.

Figure 5: Human vs LLMs at Zero-shot using LLM-
RelIndex

GPT-4 and PaLM 2 outperform both Human Votes
and MPT Instruct when considering ∼65% of the
dataset. However we also observed a drop in ac-
curacy in the top 20% of the dataset where there
were high level agreements among LLMs. This can
be attributed to the instances which were simple to
annotate but easier to error on. Hence we observe
that in those instances most of the LLMs made the
same mistakes as human annotators which were
inconsistent with expert choices. For example "The
number of shares that are sold by Cowen after de-
livering a sales notice will fluctuate based on the
market price of Dermira, Inc common stock during
the sales period and limits Dermira, Inc. set with
Cowen." Most of the LLMs chose Agreement with
over Shares of where the latter is the correct rela-
tion.

Additionally, PaLM 2’s performance exhibits an
upward trend, as we transition from zero-shot to
few-shot, and ultimately to few-shot CoT scenarios.

Figure 6: Human vs LLMs at Few-shot using LLM-
RelIndex

We also find that all LLMs demonstrate improved
results for 5-shot and 5-shot CoT, suggesting that
having more examples and explanations enhances
the reliability of LLM-generated annotations.

As we progress towards complete dataset cov-
erage, again we see a decline in performance
is noted. This outcome is anticipated since in-
stances with lower LLM-RelIndex scores become
more prevalent as we approach more complex in-
stances. Here the LLMs likely lack confidence in
relations between specific entity pairs.

Overall, LLM-RelIndex allows us to confidently
assert that LLMs can serve as more reliable anno-
tators for ∼65% of this dataset. For cases beyond
this threshold, expert intervention is necessary to
determine the appropriate annotation. This strat-
egy effectively reduces the cost and time associ-
ated with human annotation of the entire dataset,
streamlining the process considerably.



10131

Figure 7: Human vs LLMs at Few-shot CoT using
LLM-RelIndex

5.5. Time and Cost Analysis
We calculate the annotation cost for each of the
LLMs (detailed in Evaluation section) and compare
it to our estimated cost of MTurk annotations. The
average input prompt size ranges from 191 tokens
(814 characters) for simple prompts to 441 tokens
(1954 characters) for 5-shot CoT prompts. On av-
erage, GPT-4 generates an output of 17 tokens
(65 characters) for all prompt types. The outputs
of PaLM 2 vary more in size, from 70 to 36 to-
kens (298 and 147 characters), with shorter out-
puts for longer prompts like few-shot and few-shot
CoT. Each model can process an instance within
1-5 seconds, with longer prompts requiring more
processing time. MPT Inference on average takes
0.96 seconds for simple prompts and 1.81 for the
longest 5-shot CoT prompts. The annotation price
increases with the prompt size, and for our dataset
of 3598 instances, it ranges from $24-51 for GPT-4,
$5-9 for PaLM 2 and $29-55 for MPT Instruct.

For crowdsourced human annotators, the time
and associated cost would be higher. Assuming a
human annotator takes 45 seconds per instance
and is paid the US minimum wage of $7.25 per
hour8, the dataset’s annotation cost using a single
annotator amounts to $389. However, the crowd-
sourced annotation process typically involves mul-
tiple annotators per instance. These outcomes
demonstrate that automated annotations are more
efficient in terms of time and cost compared to hu-
man labelling

6. Discussion

In this section we discuss our findings and share
recommendations for future annotation tasks. Our
experiments demonstrated the potential of LLMs
as data annotators for tasks within the financial
domain. Specifically, GPT-4 and PaLM 2 have ex-
hibited exceptional performance, surpassing the ac-
curacy of the non-expert crowdworkers, while deliv-
ering time and cost savings. PaLM 2 has achieved

8https://www.dol.gov/agencies/whd/
minimum-wage, Accessed on 31/07/2023.

comparable results to GPT-4, despite its smaller
size, at a fraction of the cost (∼5 times less). These
models have also displayed robustness by produc-
ing consistent outputs across various parameter
and prompt configurations. However, it is crucial
to recognize that LLMs’ performance does not yet
match that of domain experts and expert involve-
ment remains necessary for obtaining high-quality
annotations with minimal or no noise.

The next generation of annotation approaches
in domain-specific contexts should consider adopt-
ing a hybrid strategy, harnessing both automated
and expert-generated annotations to optimize re-
sults. In these settings, approximating model un-
certainty, e.g., via the LLM-RelIndex, can help pri-
oritize instances that require expert attention. In all
annotation tasks, the ability to formulate detailed
instructions is a vital factor, regardless of whether
annotators are human or LLMs. Carefully crafting
prompts, guided by an understanding of the task
and the specific LLM being used helps optimize the
outputs generated by the LLMs.

We, therefore, recommend that researchers con-
duct small preliminary experiment on a data subset
to assess model capabilities and identify optimal pa-
rameter and prompt configurations. The specifics
of the task should inform researchers about the tol-
erance for annotation noise, allowing them to train
new models using automatically annotated data
accordingly. Moreover, future annotation tasks can
benefit from more open task formulations, leverag-
ing the generative abilities of LLMs. For instance,
in our task, LLMs have the potential to help identify
more relations than the original pre-defined set. As
such, future experiment can be done to check if
these LLM-annotated data boost downstream per-
formances. Lastly, it is essential to remain mindful
that model biases may differ from those of crowd-
workers and to account for these differences where
necessary.

7. Limitations

One of the main limitations of this work is that the
evaluation is performed only on a single dataset,
covering a single task. The dataset contains the
texts from one particular source, SEC filings, and it
would be interesting to compare the results when
the texts come from other financial sources, such
as news or earning calls. This limitation partially
comes from the costs of using the LLMs, and par-
tially from the absence of financial datasets with
annotations produced by individual crowdworkers
released publicly.

In this work we present the breakdown of the
results and their analysis by relation categories in
the Appendix due to the page limit. We found that
model performance varies strongly between the

https://www.dol.gov/agencies/whd/minimum-wage
https://www.dol.gov/agencies/whd/minimum-wage
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entity pair groups similar to Kaur et al. (2023) with
organization-organization being the most chal-
lenging category. In future work, we aim to expand
our analysis further with respect to categories of
errors frequently associated with this task and finan-
cial domain such as numerical inference, semantic
and directional ambiguity.

We observe that our LLM-Rellndex metric is sub-
ject to error, particularly with instances that are easy
to annotate. Efforts are underway to enhance this
metric. Furthermore, we are exploring the adop-
tion of an automated and systematic approach for
calculating similarity scores rather than depending
on experts’ judgment. Additionally, we intend to
incorporate multi-label samples into our approach,
given that some similar labels may closely align for
some cases.

Finally, while providing the discussion, we do not
experimentally demonstrate how the automatically
annotated dataset can be used, either to improve
relation extraction model performance, or to de-
velop smaller efficient models. We recognize the
importance of this and leave this to future work.

8. Conclusion

In this study, we have showcased the remarkable
potential of using LLMs as a robust alternative to
non-expert crowdworkers for domain-specific task
by comparing three LLMs of varying sizes. Due
to large volume of unstructured documents within
financial domain, leveraging LLMs for annotations
significantly reduces the time spent by humans
on manual annotation, while providing valuable in-
sights for making well-informed downstream deci-
sions and driving efficient business outcomes. Our
evaluation shows that larger models like GPT-4 and
PaLM 2 excel in these tasks, while incorporating
more examples into prompts for smaller models
like MPT Instruct can yield improved results. We
also introduced the reliability index, a metric that
identifies reliable labels and detects outputs requir-
ing expert attention, enhancing quality control and
decision-making. Our error analysis provides valu-
able insights for future improvements.

The integration of LLMs streamlines the anno-
tation process, delivering consistent, high-quality
outputs that result in substantial time savings and
cost-effectiveness. However, their performance
does not yet match that of experts who possess
a nuanced understanding of the subject matter.
While LLMs offer scalability and reduced time and
costs compared to employing experts, there exists
a trade-off between the convenience and efficiency
of LLMs and the precision provided by expert anno-
tators. Consequently, the decision to employ LLMs
as annotators should be carefully guided by the
desired level of accuracy and the complexity of the

task at hand, striking the right balance between
automation and human expertise.
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A. Supplementary Materials

A.1. Ethical Considerations
This paper explores the use of LLMs for data anno-
tation. As such, the prevailing concerns around the
use of LLMs apply to this work. This includes the
potential to generate text containing bias, stereo-
types, misinformation and, as noted in the discus-
sion, hallucinations. Outside of issues concerning
LLM usage, we do not anticipate other ethical con-
cerns with this work.

A.2. Appendices

A.2.1. Dataset relation distribution

Entity-Pair No. of
Instances

ORG-GPE 710
ORG-ORG 913
ORG-DATE 554

ORG-MONEY 281
PER-ORG 485
PER-TITLE 655

Total 3598

Table 4: Dataset Relation Distribution
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A.2.2. Metrics for MTurk Annotators

Micro F1 Score/ Accuracy (%)
Entity Pair MTurk Annotators

ORG-GPE 37.3/35.8
ORG-ORG 13.5/21.6
ORG-DATE 31.4/45.0
ORG-MONEY 26.4/29.1
PER-ORG 33.9/32.3
PER-TITLE 89.0/80.4
Total 38.6/40.7

Table 5: MTurk Annotator Micro-average F1
Score/Accuracy by Entity Pair

A.2.3. LLM Setup and Configuration

The setup and configuration of each LLMs have
some overlap such as specifying the location of
each entity in the text, however, there are notable
differences as well. These differences enabled
each LLM to perform at its best. Figure 1 explains
the different piece of LLM setup and configuration.
Unlike GPT-4, where we had "system role", in PaLM
2 we had "Additional Instruction". This is the unique
prompt design for the different prompt type.

Setup & Configuration: ORG-DATE
Instruction:Select the statement that best de-
scribes the relation in the example sentence below.
Ignore any grammatical errors. If there are multiple
options, please choose the one that is clearest and
most obvious from the sentence.

Prompt: The predecessor
Mississippi Power Company was incorporated
under the laws of the State of Maine on November
24, 1924 and was admitted to do business in
Mississippi on December 23, 1924 and in Alabama
on December 7, 1962.

Prompt+: Please choose the MOST appro-
priate relation from the following options:

1. Entity1 is/was formed on Entity2.
2. Entity1 is/was acquired on Entity2.
3. No/other relation between Entity1 and Entity2.

System role: You are an AI assistant and relation
extraction checker. You read the prompt, note where
the entities in question are and determine the rela-
tion between them. Once done, please select from
option which best suite the relation.

GPT-4 setup follows: Using the context from
"setup piece and configuration"
Zero-shot:
This starts with Prompt, followed by Prompt+ and
finally System role and Response.
Few-shot:
This starts with Instruction, followed by Prompt
with example(s), Prompt+ and finally System
role and Response.
Few-shot CoT:
This starts with Instruction followed by Prompt
with example(s), Reasoning, Prompt+ and
finally System role and Response.

PaLM 2 setup follows: Using the context from
"setup piece and configuration"
Zero-shot:
This starts with System role called Additional
Instruction in PaLM 2, followed by Prompt and
finally Prompt+ and Response.
Few-shot:
This starts with System role called Additional
Instruction followed by Instruction, Prompt
with example(s), and finally Prompt+ and
Response.
Few-shot CoT:
This starts with Instruction followed by Prompt
with example(s), Reasoning, Prompt+ and
finally System role and Response.

MPT Instruct setup follows: Using the context
from "setup piece and configuration"
Zero-shot:
This starts with System role also called Instruc-
tion in MPT Instruct, followed by Prompt and finally
Prompt+ and Response.
Few-shot:
This starts with System role called Instruction,
followed by Prompt with example(s), and finally
Prompt+ and Response.
Few-shot CoT:
This starts with Instruction, followed by Prompt
with example(s), Reasoning, Prompt+ and finally
System role.

Figure 8: LLM Setup and Configuration.
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A.2.4. Prompt Description

Title Prompt style based on LLM setup
Simple
Prompt

In the context of this sentence: The predecessor **Mississippi Power Company** was incorporated
under the laws of the State of Maine on November 24, 1924 and was admitted to do business in
Mississippi on __December 23, 1924__ and in Alabama on December 7, 1962 . Note the location of
the Mississippi Power Company and December 23, 1924 as highlighted to help determine the relation
given the listed options below. Please choose the MOST appropriate relation from the following options:
1. Mississippi Power Company is/was acquired on December 23, 1924. 2. Mississippi Power Company
is/was formed on December 23, 1924. 3. no/other relation between Mississippi Power Company and
December 23, 1924.

Full In-
struc-
tion
Prompt

Select date of formation relationship described in one sentence. Given a single sentence: The
predecessor **Mississippi Power Company** was incorporated under the laws of the State of Maine
on November 24, 1924 and was admitted to do business in Mississippi on __December 23, 1924__
and in Alabama on December 7, 1962. With 2 highlighted phrases:Mississippi Power Company and
December 23, 1924, select a multiple choice answer from options below, which best describes the
relation between Mississippi Power Company and December 23, 1924. Please choose the MOST
appropriate relation from the following options: 1. Mississippi Power Company is/was formed on
December 23, 1924. 2. Mississippi Power Company is/was acquired on December 23, 1924. 3.
no/other relation between Mississippi Power Company and December 23, 1924.

1-Shot
Prompt

Select the statement that best describes the relation in the example sentence below. Ignore any
grammatical errors. If there are multiple options, please choose the one that is clearest and most
obvious from the sentence. \n\nExample Sentence 1:**LecTec** was organized in 1977 as a Min-
nesota corporation and went public in __December 1986__. \n Answer to Example 1: LecTec was
formed/incorporated on/in December 1986. \n Following the example above, read through this sentence:
The predecessor **Mississippi Power Company** was incorporated under the laws of the State of
Maine on November 24, 1924 and was admitted to do business in Mississippi on __December 23,
1924__ and in Alabama on December 7, 1962 . Given the location of the Mississippi Power Company
and December 23, 1924 as highlighted, choose an answer from listed options below. \n Please choose
the MOST appropriate relation from the following options: \n 1. Mississippi Power Company is/was
acquired on December 23, 1924\n 2. Mississippi Power Company is/was formed on December 23,
1924\n 3. no/other relation between Mississippi Power Company and December 23, 1924.

5-Shot
Prompt

Select the statement that best describes the relation in the example sentence below. Ignore any
grammatical errors. If there are multiple options, please choose the one that is clearest and most
obvious from the sentence. \n\n Example Sentence 1:**LecTec** was organized in 1977 as a Min-
nesota corporation and went public in __December 1986__. \n Answer to Example 1: LecTec was
formed/incorporated on/in December 1986. \n Example Sentence 2: The assets of **Unified Payments
, LLC** were acquired by us in __April 2013__.\n Answer to Example 2: Unified Payments, LLC was
acquired in April 2013. \n Example Sentence 3: Since __July 6, 2016__ , Pinnacle West has issued
four parental guarantees for 4CA relating to payment obligations arising from 4CA s acquisition of El
Paso s 7 % interest in **Four Corners** , and pursuant to the Four Corners participation agreement
payment obligations arising from 4CA s ownership interest in Four Corners. \n Answer to Example
3: No relation between Four Corners and July 6 , 2016. \n Example Sentence 4: In__ 2014__ , $
148 million cash proceeds , net of cash sold , from Sempra Renewables sale of 50 - percent equity
interests in **Copper Mountain Solar 3** ( $ 66 million ) and Broken Bow 2 Wind ( $ 58 million ) , and
Sempra Mexico s sale of a 50 - percent equity interest in Energ a Sierra Ju rez ( $ 24 million ) ; and .\n
Answer to Example 4: No relation between Copper Mountain Solar 3 and 2014.\n Example Sentence
5: **Zendex** was incorporated in the state of Utah in __March 2011__ to create an online platform
for the sale of art .\n Answer to Example 5:Zendex was formed in March 2011. \n\n Following the
example above, read through this sentence: The predecessor **Mississippi Power Company** was
incorporated under the laws of the State of Maine on November 24, 1924 and was admitted to do
business in Mississippi on __December 23, 1924__ and in Alabama on December 7, 1962 . Given
the location of the Mississippi Power Company and December 23, 1924 as highlighted, choose an
answer from listed options below. \n Please choose the MOST appropriate relation from the following
options: \n 1. Mississippi Power Company is/was formed on December 23, 1924\n 2. Mississippi
Power Company is/was acquired on/in December 23, 1924\n 3. no/other relation between Mississippi
Power Company and December 23, 1924.
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Title Prompt style based on LLM setup
1-Shot CoT
Prompt

Select the statement that best describes the relation in the example sentence below. Ignore
any grammatical errors. If there are multiple options, please choose the one that is clearest
and most obvious from the sentence. \n\n Example Sentence 1:**LecTec** was organized
in __1977__ as a Minnesota corporation and went public in December 1986. \n Answer to
Example 1: LecTec was formed/incorporated on/in 1977. \n The reasoning for the above
answer is that the highlighted portion of the question, LecTec, corresponds with the entity being
discussed, and the year 1977 refers to when LecTec was organized or incorporated, both of
which are accurately reflected in the answer.\n Following the example above, read through this
sentence: The predecessor **Mississippi Power Company** was incorporated under the laws
of the State of Maine on November 24, 1924 and was admitted to do business in Mississippi
on __December 23, 1924__ and in Alabama on December 7, 1962 . Given the location of the
Mississippi Power Company and December 23, 1924 as highlighted, choose an answer from
listed options below. \n Please choose the MOST appropriate relation from the following options:
\n 1. Mississippi Power Company is/was acquired on December 23, 1924\n 2. Mississippi Power
Company is/was formed on December 23, 1924\n 3. no/other relation between Mississippi
Power Company and December 23, 1924.

5-Shot CoT
Prompt

Select the statement that best describes the relation in the example sentence below. Ignore
any grammatical errors. If there are multiple options, please choose the one that is clearest
and most obvious from the sentence. \n\n Example Sentence 1:**LecTec** was organized in
__1977__ as a Minnesota corporation and went public in December 1986. \n Answer to Example
1: LecTec was formed/incorporated on/in 1977. \n The reasoning for the above answer is that
the highlighted portion of the question, LecTec, corresponds with the entity being discussed,
and the year 1977 refers to when LecTec was organized or incorporated, both of which are
accurately reflected in the answer. \n Example Sentence 2: The assets of **Unified Payments
, LLC** were acquired by us in __April 2013__.\n Answer to Example 2: Unified Payments,
LLC was acquired in April 2013. \n The reasoning for the answer above is that the highlighted
portions of the question indicate the key elements of the event being asked about: Unified
Payments, LLC being the entity that was acquired and April 2013 being the time when the
acquisition took place, both of which are directly stated in the answer. \n Example Sentence 3:
Since __July 6, 2016__ , Pinnacle West has issued four parental guarantees for 4CA relating to
payment obligations arising from 4CA s acquisition of El Paso s 7 % interest in **Four Corners**
, and pursuant to the Four Corners participation agreement payment obligations arising from
4CA s ownership interest in Four Corners. \n Answer to Example 3: No relation between Four
Corners and July 6, 2016. \n We are only interested in identifying if the organization mentioned
was formed on the specified date or acquired by another organization on the specified date.
Since Four Corners was neither formed on July 6, 2016 nor acquired by another company on
July 6, 2016, there is no relation between Four Corners and July 6, 2016.\n Example Sentence
4: In__ 2014__ , $ 148 million cash proceeds , net of cash sold , from Sempra Renewables sale
of 50 - percent equity interests in **Copper Mountain Solar 3** ( $ 66 million ) and Broken Bow
2 Wind ( $ 58 million ) , and Sempra Mexico s sale of a 50 - percent equity interest in Energ
a Sierra Ju rez ( $ 24 million ) ; and .\n Answer to Example 4: No relation between Copper
Mountain Solar 3 and 2014.\n We are only interested in identifying if the organization mentioned
was formed on the specified date or acquired by another organization on the specified date.
Since Copper Mountain Solar 3 was neither formed in 2014 nor acquired by another company
in 2014, there is no relation between Copper Mountain Solar 3 and 2014. \n Example Sentence
5: **Zendex** was incorporated in the state of Utah in __March 2011__ to create an online
platform for the sale of art .\n Answer to Example 5:Zendex was formed in March 2011. \n\n The
incorporation of Zendex in March 2011 suggests that this is the official date when the company
was legally established and recognized as a corporate entity in the state of Utah. Hence Zendex
was formed on March 2011. \n Following the example above, read through this sentence: The
predecessor **Mississippi Power Company** was incorporated under the laws of the State of
Maine on November 24, 1924 and was admitted to do business in Mississippi on __December
23, 1924__ and in Alabama on December 7, 1962 . Given the location of the Mississippi Power
Company and December 23, 1924 as highlighted, choose an answer from listed options below.
\n Please choose the MOST appropriate relation from the following options: \n 1. Mississippi
Power Company is/was formed on December 23, 1924\n 2. Mississippi Power Company is/was
acquired on/in December 23, 1924\n 3. no/other relation between Mississippi Power Company
and December 23, 1924.

Table 6: Prompts for Entity-Pair: ORG-DATE
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A.2.5. Metrics for LLM Annotators

RUN 1: Micro F1 Score / Accuracy(%)

LLM Annotator Annotator
Description Entity-Pair Total

ORG-GPE ORG-ORG ORG-DATE ORG-MONEY PER-ORG PER-TITLE
GPT-4 annotator1 simple prompt, temp=0.2 80.1/74.8 15.4/38.4 48.9/67.0 48.4/43.4 70.8/67.8 92.7/86.9 67.2/63.2

annotator2 simple prompt, temp=0.7 80.3/74.6 15.1/37.1 51.6/70.0 48.9/44.5 72.1/69.3 93.2/87.6 67.8/63.7
annotator3 full instruction, temp=0.2 80.9/75.8 15.7/36.7 56.3/74.5 47.8/43.1 72.8/69.9 93.7/88.7 68.6/64.7
annotator4 full instruction, temp=0.7 80.9/75.8 15.5/36.9 55.4/73.8 47.6/42.7 71.8/69.3 93.5/88.2 68.2/64.4
annotator5 1-shot, temp=0.2 79.6/73.9 15.4/30.1 48.0/65.7 47.4/42.0 62.5/60.0 94.4/89.9 65.0/60.1
annotator6 1-shot, temp=0.7 79.8/73.9 14.5/28.9 50.3/68.1 48.0/42.3 62.5/60.0 94.3/89.8 65.1/60.1
annotator7 5-shot, temp=0.2 79.3/73.9 15.7/35.5 59.3/78.0 48.0/41.3 71.1/67.8 93.3/87.9 67.8/64.0
annotator8 5-shot, temp=0.7 78.9/73.5 15.0/35.3 58.9/77.6 47.1/40.2 72.0/69.1 93.2/87.8 67.6/63.8
annotator9 COT 1-shot, temp=0.2 79.6/74.1 16.1/32.5 36.8/47.3 48.9/43.4 63.7/61.0 94.4/89.8 64.3/58.1
annotator10 COT 1-shot, temp=0.7 80.2/74.6 16.2/32.7 37.8/48.9 47.5/41.3 63.7/60.8 94.7/90.2 64.6/58.4
annotator11 COT 5-shot, temp=0.2 79.4/73.7 16.2/37.8 65.4/83.2 46.3/42.7 70.6/67.6 92.8/87.0 68.2/65.2
annotator12 COT 5-shot, temp=0.7 79.6/73.8 17.0/38.4 65.2/83.0 46.0/43.1 70.9/67.8 92.9/87.0 68.4/65.5

PaLM 2 annotator1 simple prompt, temp=0.2 81.0/76.9 13.5/14.7 50.1/67.0 43.5/29.2 68.3/62.9 87.2/78.5 62.6/54.3
annotator2 simple prompt, temp=0.7 80.0/76.1 13.5/13.3 49.3/65.9 43.7/29.9 69.0/63.5 93.8/90.4 64.4/55.9
annotator3 full instruction, temp=0.2 79.3/75.5 13.2/14.0 49.3/66.2 44.2/31.3 67.7/62.1 87.0/77.9 61.9/53.6
annotator4 full instruction, temp=0.7 80.5/76.5 13.2/12.5 49.9/66.6 43.7/29.9 68.0/62.7 94.1/90.7 64.3/55.8
annotator5 1-shot, temp=0.2 86.4/81.4 13.0/33.0 48.7/64.6 42.7/29.2 67.5/63.7 90.9/84.0 66.7/60.5
annotator6 1-shot, temp=0.7 87.1/82.1 13.0/22.1 57.8/77.6 42.2/31.0 64.2/60.4 95.9/93.0 67.5/61.3
annotator7 5-shot, temp=0.2 81.3/74.9 12.4/20.2 55.4/73.3 41.4/31.3 70.6/67.2 95.2/91.9 66.1/59.4
annotator8 5-shot, temp=0.7 86.5/82.3 12.6/27.2 63.8/81.8 44.6/35.9 68.4/64.9 95.0/91.5 69.0/63.9
annotator9 COT 1-shot, temp=0.2 84.7/81.0 12.4/12.7 46.7/63.7 43.2/28.5 67.2/63.3 93.2/87.6 64.5/55.7
annotator10 COT 1-shot, temp=0.7 84.4/80.0 12.2/16.9 49.0/68.6 40.8/29.5 65.3/61.0 93.5/88.9 64.9/57.3
annotator11 COT 5-shot, temp=0.2 81.6/77.7 13.4/11.4 50.4/66.6 40.7/32.4 71.4/67.6 95.5/92.4 65.4/56.9
annotator12 COT 5-shot, temp=0.7 83.5/79.3 12.6/16.0 54.2/73.5 41.6/34.2 70.0/66.6 93.2/89.6 65.8/59.0

MPT Instruct annotator1 simple prompt, temp=0.2 16.7/16.2 6.2/14.9 18.4/31.0 25.0/27.4 40.2/37.5 17.1/15.4 19.9/21.8
annotator2 simple prompt, temp=0.7 25.3/23.1 5.8/20.8 16.5/35.7 13.1/29.2 31.3/28.5 23.5/20.3 20.9/25.2
annotator3 full instruction, temp=0.2 39.2/34.8 5.4/15.2 24.2/24.7 34.0/30.2 31.8/30.1 41.8/35.1 30.3/27.3
annotator4 full instruction, temp=0.7 31.9/28.6 5.3/24.9 19.6/29.2 22.8/31.0 31.0/29.1 32.4/27.6 25.4/27.8
annotator5 1-shot, temp=0.2 25.7/24.1 5.9/7.2 21.4/29.8 29.4/22.8 16.2/15.3 17.5/16.5 18.3/18.0
annotator6 1-shot, temp=0.7 27.6/25.2 5.5/17.0 13.0/28.0 23.5/23.5 22.1/21.0 36.1/31.5 22.9/24.0
annotator7 5-shot, temp=0.2 49.5/45.9 4.4/9.4 23.1/43.5 20.5/15.7 54.3/50.1 69.5/56.9 41.6/36.5
annotator8 5-shot, temp=0.7 37.2/33.7 5.0/24.4 13.2/35.9 16.5/18.5 37.6/33.8 46.1/36.0 29.8/30.9
annotator9 COT 1-shot, temp=0.2 22.7/21.4 6.5/6.2 17.5/23.5 29.8/21.7 16.1/15.1 30.1/27.6 20.0/18.2
annotator10 COT 1-shot, temp=0.7 25.5/23.0 8.5/18.8 14.0/28.0 19.3/19.9 18.3/16.9 37.7/33.0 22.3/23.5
annotator11 COT 5-shot, temp=0.2 58.7/55.1 6.5/7.4 23.6/22.4 21.6/14.6 64.1/59.0 67.8/58.8 45.2/36.0
annotator12 COT 5-shot, temp=0.7 41.9/37.7 5.6/18.8 22.3/27.3 11.8/13.9 49.1/44.1 47.7/39.7 33.7/30.7

Table 7: First Run LLM Annotators: Micro-Averaged F1 Score/Accuracy
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RUN 2: Micro F1 Score/ Accuracy(%)

LLM Annotator Annotator
Description Entity-Pair Total

ORG-GPE ORG-ORG ORG-DATE ORG-MONEY PER-ORG PER-TITLE
GPT-4 annotator1 simple prompt, temp=0.2 80.5/75.2 15.3/38.0 50.6/68.4 48.6/44.8 71.1/68.0 92.9/87.2 67.6/63.6

annotator2 simple prompt, temp=0.7 80.3/74.9 15.0/38.3 49.9/67.9 48.7/44.1 71.0/68.2 92.7/86.9 67.4/63.4
annotator3 full instruction, temp=0.2 81.3/75.9 15.4/36.6 55.9/74.4 47.4/42.0 72.3/69.5 93.5/88.4 68.4/64.5
annotator4 full instruction, temp=0.7 80.9/75.8 15.4/37.5 57.7/75.6 47.6/42.7 72.4/69.7 93.1/87.8 68.5/64.8
annotator5 1-shot, temp=0.2 79.9/74.5 14.3/29.4 48.8/66.4 47.4/42.0 62.8/60.2 94.2/89.6 65.0/60.1
annotator6 1-shot, temp=0.7 79.1/73.4 14.3/29.1 48.2/65.7 48.0/42.3 62.5/60.0 94.7/90.4 64.8/59.8
annotator7 5-shot, temp=0.2 78.5/73.5 15.9/34.9 58.2/76.9 47.6/40.2 71.1/67.8 93.4/88.1 67.4/63.5
annotator8 5-shot, temp=0.7 79.7/74.4 15.0/35.2 58.9/77.6 48.0/41.3 71.7/68.2 93.2/87.8 67.8/64.0
annotator9 COT 1-shot, temp=0.2 80.4/74.8 16.4/32.9 37.3/48.0 48.3/43.1 64.7/61.9 94.5/89.9 64.7/58.6
annotator10 COT 1-shot, temp=0.7 80.2/74.8 16.3/32.2 36.4/46.9 47.2/41.6 65.5/62.9 94.5/89.9 64.6/58.3
annotator11 COT 5-shot, temp=0.2 79.9/74.5 16.6/37.7 65.2/83.0 47.0/43.1 71.3/68.2 92.9/87.0 68.5/65.5
annotator12 COT 5-shot, temp=0.7 80.2/74.5 16.5/37.9 64.9/82.9 46.8/42.7 70.7/67.4 92.9/87.0 68.4/65.3

PaLM 2 annotator1 simple prompt, temp=0.2 80.1/75.9 14.0/14.1 49.7/67.0 43.5/29.2 66.9/60.8 87.0/77.7 62.0/53.5
annotator2 simple prompt, temp=0.7 80.6/76.6 13.8/13.8 48.4/65.3 43.9/30.6 67.8/61.9 94.1/91.1 64.5/56.0
annotator3 full instruction, temp=0.2 80.2/76.3 13.6/13.8 49.6/66.2 43.9/30.6 69.1/63.7 87.1/78.0 62.4/53.9
annotator4 full instruction, temp=0.7 79.9/75.8 14.1/14.7 49.5/66.1 43.6/29.5 68.5/63.1 94.1/91.0 64.5/56.2
annotator5 1-shot, temp=0.2 86.1/81.0 13.1/31.7 47.3/63.0 42.5/28.5 67.2/63.3 90.3/83.1 66.1/59.6
annotator6 1-shot, temp=0.7 87.4/82.0 13.1/21.8 55.3/74.7 42.2/29.9 63.5/60.0 95.7/92.2 67.1/60.4
annotator7 5-shot, temp=0.2 82.1/75.8 11.8/18.3 56.1/74.0 41.6/32.7 69.6/66.4 94.4/90.5 65.8/59.0
annotator8 5-shot, temp=0.7 86.0/81.8 13.3/27.3 64.3/82.1 43.2/35.9 68.5/65.4 93.6/89.3 68.4/63.6
annotator9 COT 1-shot, temp=0.2 84.7/81.0 12.5/12.8 47.4/65.2 43.3/28.8 68.7/64.7 92.7/87.0 64.8/56.1
annotator10 COT 1-shot, temp=0.7 84.6/80.1 11.7/16.3 49.1/68.6 41.1/29.2 65.5/61.9 94.0/89.8 64.9/57.5
annotator11 COT 5-shot, temp=0.2 82.4/78.6 13.3/11.8 50.7/67.0 43.2/35.2 71.5/67.8 95.1/92.1 65.8/57.5
annotator12 COT 5-shot, temp=0.7 82.4/78.2 14.1/17.6 54.5/74.2 41.5/32.4 69.0/65.6 94.6/91.6 66.1/59.4

MPT Instruct annotator1 simple prompt, temp=0.2 17.7/17.0 6.5/15.8 17.7/31.2 25.2/26.0 40.4/37.5 16.7/14.7 20.1/21.9
annotator2 simple prompt, temp=0.7 21.0/20.3 6.4/20.0 15.1/34.7 15.1/22.4 33.2/30.5 25.5/21.7 20.6/24.2
annotator3 full instruction, temp=0.2 42.2/38.0 7.2/13.9 24.0/24.2 31.2/28.5 32.9/30.7 44.7/37.4 31.9/27.9
annotator4 full instruction, temp=0.7 31.4/28.3 5.2/23.3 19.0/31.8 18.2/27.0 26.9/24.9 33.0/26.9 24.2/26.8
annotator5 1-shot, temp=0.2 28.2/25.9 4.7/5.7 21.5/29.6 33.4/23.1 16.3/15.3 17.3/16.5 18.9/18.0
annotator6 1-shot, temp=0.7 28.7/26.1 5.3/17.5 16.3/29.6 25.6/27.8 19.1/19.4 33.2/29.3 22.4/24.3
annotator7 5-shot, temp=0.2 54.9/51.1 4.5/7.3 22.6/38.3 18.8/14.6 55.4/52.2 71.1/59.8 43.3/36.9
annotator8 5-shot, temp=0.7 41.1/36.3 4.4/21.7 13.0/35.9 16.2/17.1 34.3/31.1 50.2/41.7 31.1/31.3
annotator9 COT 1-shot, temp=0.2 24.1/22.4 7.8/8.5 17.1/24.0 31.2/22.1 15.0/14.2 28.4/26.3 20.1/18.7
annotator10 COT 1-shot, temp=0.7 28.3/26.6 7.0/16.1 11.5/25.3 19.8/21.0 17.0/16.9 37.1/31.8 22.1/22.9
annotator11 COT 5-shot, temp=0.2 58.8/55.5 6.0/8.0 25.4/23.5 20.1/13.9 61.2/56.3 68.6/59.7 45.2/36.1
annotator12 COT 5-shot, temp=0.7 45.5/40.8 4.3/15.3 15.9/26.9 21.0/22.1 46.2/42.1 48.2/40.6 34.0/30.9

Table 8: LLM Annotators: Micro-average F1-Score / Accuracy for second run
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A.2.6. Statistical Tests

Are Difference Statistically significant at alpha = 0.05?

Null Hypothesis LLM Micro-Averaged F1 Scores
P-values

Accuracy
P-values

Ho:There is no significant difference in metric when we change temperature
setting

i.e. Ho: metrics at temp0.2 =metrics at temp0.7
GPT-4 0.950 0.975

PaLM 2 0.053 0.062
MPT Instruct 0.481 0.734

Ho:At temperature setting = 0.2, there is no significant difference in metric
when we compare run1 and run2

i.e. Ho: metrics at temp0.2_first_run =metrics at temp0.2_second_run
GPT-4 0.935 0.959

PaLM 2 0.964 0.932
MPT Instruct 0.921 0.954

Ho:At temperature setting = 0.7, there is no significant difference in metric
when we compare run1 and run2

i.e. Ho: metrics at temp0.7_first_run =metrics at temp0.7_second_run
GPT-4 0.973 0.976

PaLM 2 0.948 0.992
MPT Instruct 0.974 0.889

Ho:There is no significant difference when we compare average metrics across
first run and second for the different temperature setting
i.e Ho: avg_metric at temp0.2 =avg_metric at temp0.7

GPT-4 0.967 0.983

PaLM 2 0.195 0.213
MPT Instruct 0.493 0.909

Ho:There is no significant difference between LLM
metrics when we compare one to the other.

i.e Ho: LLM1 avg_metric at temp 0.2 = LLM2 avg_metric at temp 0.2
GPT-4-vs-PaLM 2 0.055 0.004*

GPT-4-vs-MPT Instruct 0.000* 0.000*
PaLM 2-vs-MPT Instruct 0.000* 0.000*

Table 9: Statistical Significance of Metric Difference: At alpha = 0.05, we test if the difference captured are
statistical significant. For these hypotheses, we either reject or fail to reject the null hypothesis.
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A.2.7. Inter Annotator Agreement

Inter annotator agreement (IAA)
What we measure Prompt Type GPT-4 PaLM 2 MPT Instruct

Same Prompt at same temperature setting
(run twice).Using Cohen Kappa simple_prompt, temp = 0.2 0.96 0.88 0.62

simple_prompt, temp = 0.7 0.94 0.89 0.19
full_instructn_prompt, temp = 0.2 0.97 0.87 0.67
full_instructn_prompt, temp = 0.7 0.94 0.89 0.23
1shot_prompt, temp = 0.2 0.96 0.91 0.55
1shot_prompt, temp = 0.7 0.95 0.86 0.2
5shot_prompt, temp = 0.2 0.96 0.92 0.51
5shot_prompt, temp = 0.7 0.95 0.86 0.19
cot 1shot_prompt, temp = 0.2 0.95 0.94 0.53
cot 1shot_prompt, temp = 0.7 0.93 0.84 0.22
cot 5shot_prompt, temp = 0.2 0.97 0.93 0.6
cot 5shot_prompt, temp = 0.7 0.96 0.82 0.23

Same Prompt at different temperature setting
(0.2 and 0.7) for only run 1. Using Cohen Kappa simple_prompt 0.94 0.87 0.3

full_instructn_prompt 0.95 0.86 0.34
1shot_prompt 0.95 0.82 0.27
5shot_prompt 0.96 0.84 0.26
cot1shot_prompt 0.95 0.85 0.28
cot5shot_prompt 0.96 0.83 0.34
simple_prompt 0.95 0.87 0.34
full_instructn_prompt 0.95 0.87 0.37
1shot_prompt 0.95 0.84 0.31
5shot_prompt 0.96 0.86 0.3
cot1shot_prompt 0.94 0.86 0.31
cot5shot_prompt 0.96 0.85 0.36

Compare prompts within prompt types.
Using Cohen Kappa zero shot: simple_vs_full_instruction 0.87 0.88 0.39

few shot: 1_shot_vs_5_shot 0.84 0.79 0.28
cot few shot: cot_1_shot_vs_cot_5_shot 0.8 0.82 0.28

Compare among prompt types. Using Fleiss Kappa simple_vs_full_instruction_1_shot_
vs_5shot_vs_cot_1_shot_vs_cot_5_shot 0.83 0.79 0.31

Table 10: LLM Inter Annotator Agreement: This table shows how consistent outputs from each LLMs are
within and accross prompt types and within and accross different temperature settings.
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Figure 9: Plots from Inter Annotator Agreement scores
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A.2.8. Error Analysis

Entity Pair Scenario 1:
Crowd workers = Wrong Answer, LLMs = Correct Answer

Scenario 2:
Crowd workers = Wrong Answer, LLMs = Wrong Answer

Scenario 3:
Crowd workers = Correct Answer, LLMs = Wrong Answer

ORG-GPE

Properties Atlas Financial Holdings , Inc.
corporate headquarters is located
at 150 Northwest Point Boulevard ,
Elk Grove Village , Illinois 60007 , USA.

Expert Label:Headquartered in
Crowd worker Label: Operations in
LLMs Label:Headquartered in

Our eWellness Corporate Office is located in Culver City
, California . eWELLNESS

Expert Label: Operations in
Crowd worker Label: Formed in
LLMs Label: Headquartered in

This Settlement Agreement ( " Agreement " ) is made effective
this 20th day of May , 2015 by and between
ActiveCare , Inc , a Delaware corporation ( the " Company " )
, and Advance Technology Investors , LLC ( " ATI " ) .

Expert Label:Operations in
Crowd worker Label: Operations in
LLMs Label: No/Other Relation, Formed in

ORG-ORG

Michael D. Huddy , President / CEO and Director , joined
INTERNATIONAL BARRIER TECHNOLOGY INC in
February 1993 as President of the newly - formed
US Subsidiary, Barrier Technology Corporation .

Expert Label:Subsidiary of
Crowd worker Label: No/Other Relation, Shares of
LLMs Label: Subsidiary of

Our Hawaii Gas entered into licensing agreements with
Utility Service Partners , Inc. and America’s Water Heater
Rentals , LLC , both indirect subsidiaries of
Macquarie Group Limited, to enable these entities
to offer products and services to Hawaii Gas’s customer base

Expert Label:Subsidiary of
Crowd worker Label: No/Other Relation, Subsidiary of, Shares of
LLMs Label: Agreement with

On December 10 , 2014 , Orbital Tracking Corp. purchased
certain contracts from Global Telesat Corp ,a Virginia corporation ( GTC )
for $ 250,000 pursuant to an asset purchase agreement by and among
Orbital Tracking Corp i, its wholly owned subsidiary Orbital Satcom,
GTC and World Surveillance Group , Inc. ( World ) , GTC’s parent

Expert Label: Subsidiary of
Crowd worker Label: Subsidiary of
LLMs Label: Agreement with

ORG-DATE

Wishbone Pet Products Inc. was incorporated in the
State of Nevada on July 30 , 2009 .

Expert Label: Formed on
Crowd worker Label: No/Other Relation
LLMs Label: Formed on

None None

ORG-MONEY

Personal Lines underwriting profit for the
three months ended September 30 , 2017
was $40.8 million , compared to $23.3
million for the three months ended
September 30 ,2016 , an improvement
of $17.5 million .

Expert Label: Profit of
Crowd worker Label: No/Other Relation, Loss of
LLMs Label: Profit of

None None

PERS-ORG

Mr. Untermeyer also serves as senior program manager
with Southwest Research institute , San Antonio

Expert Label: Employee of
Crowd worker Label: Founder of, Member of
LLMs Label: Employee of

Currently , Mr. Morrison serves on the board of directors
of the Texas AM university , kingsville foundation
and the Rockport center for the arts.

Expert Label: Employee of
Crowd worker Label: Founder of, Member of
LLMs Label: Member of

From September 2012 through June 2015 , Mr. Kimmel has also
served on the board of directors of Electronic Magnetic Power
Solutions , which implements disruptive patented technology
licensed from Virginia Tech University for the express purpose
of alternative energy use in the consumer space .

Expert Label: Employee of
Crowd worker Label: Employee of
LLMs Label: Member of, No/Other Relation

PERS-TITLE

Information regarding Harel Gadot , Microbot Medical Inc.
Chairman , President and Chief Executive Officer , is set
forth above under Board of Directors .

Expert Label:Title
Crowd worker Label: No/Other Relation
LLMs Label:Title

None

Yvonne should contact her manager ,
segment or region leader , or FTI Consulting s
Chief Ethics and Compliance Officer to discuss the gift .

Expert Label: Title
Crowd worker Label: Title
LLMs Label: No/Other Relation

Table 11: Qualitative Examples from our Error Analysis depicting the 3 prominent scenarios of how
MTurk Crowd workers and LLMs demonstrated high confidence on answer choice
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A.2.9. Confusion Matrix for GPT-4

Figure 10: Confusion Matrix for GPT-4 Zero Shot Prompt



10145

Figure 11: Confusion Matrix for GPT-4 Few Shot Prompt

Figure 12: Confusion Matrix for GPT-4 Few Shot CoT Prompt
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